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Abstract

Nunes, José Luiz; Barbosa, Simone Diniz Junqueira (Advisor); de
Souza, Clarisse Sieckenius (Co-Advisor). Evaluating approaches
for developers’ ethical reasoning and communication about
Machine Learning models. Rio de Janeiro, 2021. 118p. Dissertacao
de Mestrado — Departamento de Informatica, Pontificia Universidade
Catolica do Rio de Janeiro.

Machine learning algorithms have become widespread for a wide
array of tasks. However, there is still no established way to deal with the
ethical issues involved in their development and design. Some techniques
have been proposed in the literature to support the reflection and/or
documentation of the design and development of machine learning models,
including ethical considerations, such as: (i) Model Cards and (ii) the
Extended Metacommunication Template. We conducted a qualitative study
to evaluate the use of these tools. We present our results concerning the use
of the Model Card by participants, with the objective of understanding how
these actors interacted with the relevant tool and the ethical dimension of
their reflections during our interviews. Our goal is to improve and support
techniques for developers to disclose information about their models and
reflect ethically about the systems they design. Furthermore, we aim to
contribute to the development of a more ethically informed and fairer use

of machine learning.

Keywords
Machine Learning;  Ethical Reasoning; Model Evaluation; Trans-
parency; Model Cards; Extended Metacommunication Template;  Semi-

otic Engineering;
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Resumo

Nunes, José Luiz; Barbosa, Simone Diniz Junqueira; de Souza, Clarisse
Sieckenius. Avaliando técnicas para a reflexao ética e comuni-
cacao sobre modelos de aprendizado de maquinas para de-
senvolvedores. Rio de Janeiro, 2021. 118p. Dissertacao de Mestrado
— Departamento de Informética, Pontificia Universidade Catélica do
Rio de Janeiro.

O uso de modelos de aprendizado de maquina se tornou ubiquo para
um leque diverso de tarefas. Contudo, ainda nao ha nenhuma forma estabele-
cida para refletir sobre questoes éticas em seu processo de desenvolvimento.
Neste trabalho, realizamos um estudo qualitativo para avaliar duas técnicas
propostas pela literatura para auxiliar desenvolvedores a refletirem sobre
questoes éticas relacionadas a construcao e uso de modelos de aprendizado
de maquina: (i) Model Cards; e o (ii) Template Estendido de Metacomu-
nicagdo. Apresentamos nossos resultados a respeito do uso do Model Card
pelos participantes, com o propésito de entender como esses atores interagi-
ram com a ferramenta, assim como a dimensao ética de sua reflexdao durante
nossas entrevistas. Nosso objetivo ¢ melhorar técnicas para desenvolvedo-
res disponibilizaram informagoes sobre seus modelos e que a reflexao ética
sobre os sistemas que desenvolveram. Além disso, nosso trabalho tem como
objetivo contribuir para o desenvolvimento de um uso mais justo e ético de

sistemas de aprendizado de maquina.

Palavras-chave
Aprendizado de maquinas; Consideragoes éticas; Avaliacao de
modelos;  Transparéncia; Model Cards; Template de Metacomunicagao

Estendido;  Engenharia Semidtica;
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1
Introduction

Machine Learning (ML) algorithms have become both ubiquitous in our society
and a staple in many industries. These models have been rapidly deployed
with expectations of huge efficiency and monetary gains, stemming from the
automation of decision making. These high expectations were also coupled with
promises of greater equality and the elimination of human error. Much research
has gone into showing that these systems do indeed present bias, especially
when using data captured from previous human behavior and decision making,
and also from developers’ own bias in deciding how to frame a problem, the
variable to be predicted, and what to include in the model (Barocas and Selbst,
2016).

Fairness concerns, such as the issues just mentioned, have been accompa-
nied by accountability and transparency. This has been the case at least since
the inaugural 2014 Fairness, Accountability and Transparency Machine Learn-
ing (FAT-ML) conference, which provided an academic venue with focus on
addressing such issues. According to the conference scope, this was partially in
answer to a call to action from governmental organizations,® revealing that the
topic’s relevance was already identified outside of academia and the research
context.

Substantive discussion has also arisen on the issue of explainability. Much
research has been dedicated to this topic, which is not new. In the 1990’s there
was already research on making intelligent systems explainable, then based on
knowledge representation and logical rules (e.g., Swartout and Moore (1993)).
This problem has shifted to deal with more complex algorithms that learn
patterns from large amounts of data.? However, these issues have not yet been
properly addressed in policy and practice. For example, the right to explanation
was included in some early drafts of the European General Data Protection
Regulation (GDPR), but ultimately excluded from the final text (Wachter
et al., 2017).

The relevance of all these issues has also been recognized as part of

a theoretical framework for the development of artificial intelligence (AI).

Thttps://www.fatml.org/schedule/2014 /page /scope-2014
2Mittelstadt et al. (2019) provide an overview of current proposals.
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Chapter 1. Introduction 2

They show up in various documents made by governmental and academic
organizations. Floridi and Cowls (2019) include them by analyzing these
documents, and conclude that the four principles of bioethics, with the addition
of explicability, can be used as general principles for the adoption of Al in
Society. We explore these topics in Chapter 2.

Summing up, there is a rising concern with how to adopt ML systems in
society while avoiding social harm. This comes not only from Computer Science
research, but also from the legal literature. For instance, Desai and Kroll
(2017) discuss transparency and accountability, and argue that transparency
understood as opening source code is not necessary for the desired compliance
with legal rules and standards. They propose technical tools that would be able
to verify desired characteristics in decision-making software. Therefore, these
could be used to verify their compatibility with legal and policy standards.

This sets the stage for a general debate on ethical issues in algorithmic
decision making. Our research investigated tools that aim to promote ethical
reasoning of developers about models they contribute to. As will be shown,
the tools under study can also be used as a way to share information about Al
models with other stakeholders, allowing for an increase in transparency and
accountability of the algorithms.

This research is relevant not only from an academic perspective, but it
is a topic that has been acquiring policy relevance. For instance, we can cite
the Brazilian bill “PL 21/2020”, which creates a legal landmark for Artificial
Intelligence, and includes a provision for public entities to request an impact
report for entities that deploy these systems, which would be a documentation
for the system including its potential risks and measures and safeguards taken
to avoid them.

We conducted an interview study on tools that developers currently
use to reflect on potential ethical issues about their software, which can also
be revealed to other actors and stakeholders, without necessarily disclosing
sensitive information, such as the source code or data used to train their
software. To do this, we conducted an interview-based study with eight
participants who had previous experience in developing ML models.

We asked participants to use two tools proposed in the Computer Science
literature, which differ substantially in their representation and theory. The
first one is the Model Cards (MC) representation, proposed by Mitchell et al.
(2019). The second one is the Extended Metacommunication Template (EMT),
a semiotic engineering tool proposed in Barbosa et al. (2021). One key design
difference between these tools is that, while Model Cards are meant to bring

transparency and provide information about the resulting model after being
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deployed /implemented, the Template should be used since the design phase
of the system, to guide the development, implementation, and even follow up
work on the system in use.

Our main goal with the larger study is to understand the ethical con-
siderations made by participants in our study about the system they were
developing, and how these may have been influenced by and registered into
these tools. A more general goal was to collect data to support a range of
long-term studies that analyze the product of these artifacts and compare the
ethical reasoning promoted by them. Furthermore, conducting more interviews
in the future would also allow the comparison of other artifacts that may be
proposed over time.

The results presented in this work are part of this larger ongoing research
effort. In this dissertation, in particular, we focus on the data related to the
Model Cards representation. We have chosen to narrow our scope in order
to be able to make an in-depth analysis of the data collected. Due to time
constraints, we have opted to leave an analysis of the data collected about the
Extended Metacommunication Template for future work.

Our broader research question is “How do Model Cards and the Ex-
tended Metacommunication Template contribute to stakeholders’ ethical rea-
soning and how do they differ?”. The narrower question, which we intend to
answer in this dissertation is “How do Model Cards contribute to developers’
ethical reasoning and what ethical issues does it help identifying?”. Our main
contributions are a better understanding of how Model Cards may be used
by developers, what relevant information is recorded into them, and insights
into how to promote fairer Al systems, including through transparency and
developers ethical reasoning.

The remainder of this document is organized as follows. Chapter 2 reviews
the overarching literature and discussion around fair machine learning and
transparency, as the background of what has been proposed for the ethical
reflection upon ML systems. Chapter 3 presents related works, especially
proposed tools, that share the goal of our research, and both proposals included
in our study. Chapter 4 describes the methodology and design of the study
conducted, while Chapter 5 details our methodology of analysis and coding
of the data collected during our study. Finally, Chapter 7 goes over our main

findings, and how they communicate to the literature we aim to contribute.
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2
Background for this Research

This chapter describes relevant research that sets the background for fairness,
transparency, and accountability discussion in AI. This overview depicts the
overarching current debate we intend to contribute to, and how each of these
topics connect with one another.

In recent years, ML algorithms have been deployed to support a wide
array of tasks across different areas. This was followed by a number of
reports of algorithms revealing failed predictions, sometimes related to specific
population groups; opaque decision making; and human actors who could
provide no further details on the issues, even if the result could be life-lasting
negative consequences to the subject (e.g., Brandenburg (2011)).!

A famous report on a wide range of such cases was written by O’neil
(2016). She reported on a number of algorithms being used both by the
public and private sector, whose applications were leading to wrong incentives,
negative results to humans, or frustration due to the opacity of the decision
process and inability of the organization to provide more information. She
also suggested some causes for these problems, such as the use of biased data
produced by human behavior.

Much academic research has been developed to address these issues
and improve upon existing ML systems. One such instance of the increased
importance and attention of this research was the creation of the yearly
conference on Fairness, Accountability and Transparency. This Conference
started as the FAT Machine Learning Conference, and was later included in
the Association for Computing Machinery’s (ACM) yearly calendar as ACM
FAT (renamed, in 2021, to ACM FAccT).

Another ethical framework that has been suggested by some authors is
the adoption of the four principles of bioethics. These were originally suggested
by Beauchamp and Childress (2019), in their book first published in 1979.

We address here four areas of this literature to establish a theoret-

ical background for our research: first the three concepts of (i) fairness;

Much of this criticism could also be directed towards human decision-making processes
conducted or even non machine learning algorithms, which are not the object of our work.
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(ii) transparency; and (iii) accountability; followed by (iv) the four principles
of bioethics.

The inclusion of these principles and theories does not imply we believe
they are the only applicable ones, or the ones that should be adopted. These
principles have found some consensus around their relevance and meaning in
the literature, being used by authors even outside of the computer science
community. For example, in his philosophical work, Coeckelbergh (2020) uses
these principles while discussing bias and the impact of Al for the future of
society. However, other ethical frameworks could be used to guide our use of

AT and to apply to the analysis resulting from the tools shown in Chapter 3.

2.1
Fairness

The concept of fairness has been widely discussed in Philosophy, including
what is fair both from a social and an individual perspective. However, the
literature on fair machine learning has focused on definitions that can be
stated in mathematical terms, thus distancing themselves from definitions
discussed by moral and political philosophers (Binns, 2018). Most commonly
used definitions for fairness in ML focus on formal mathematical definitions,
and how to operate them within computational boundaries (Corbett-Davies
and Goel, 2018). Heidari et al. (2019) show that such definitions can be
reconciled with Equality of Opportunity concepts derived from the work of
philosophers such as John Rawls, which require that “[t|hose who are at the
same level of talent and ability, and have the same willingness to use them,
should have the same prospects of success regardless of their initial place in
the social system” (Rawls, 1971, p.63). This shows that, while they may not
be directly related, or straightforwardly derived from them, they can share
common assumptions.

Furthermore, definitions found in the literature have also been derived
from legal definitions of discrimination used in American law, specifically those
of disparate treatment and disparate impact (Corbett-Davies and Goel, 2018;
Sunstein, 2019). Disparate treatment is the most direct case of discrimination,
where a person of a specific group receives a different treatment just for being
a part of it. One example of this would be for a public official to favor men
over women (Kleinberg et al., 2018). In that case, the discrimination lies on
the direct unequal treatment of individuals.

Disparate impact, by contrast, does not imply a direct difference in
treatment simply because someone belongs to a group. It happens when a

certain rule or policy has an adverse impact that is disproportionate for a
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certain group. Thus, it does not require any discriminatory purpose to exist.
Here, what characterizes discrimination is not the resulting unequal treatment
for a group per se, but whether there is a valid justification for the policy. For
example, if we require candidates for a job to be able to perform a certain task
which a certain group of people might be less likely to accomplish, what will
decide whether it is a case of disparate impact is whether that task is indeed
relevant for performing the job in question.

Starting from these definitions carries some advantages. They are narrow
and, although they will not cover every case of what could be considered unfair,
they can be supplemented of other definitions of unfairness. Furthermore,
they have been thoroughly used in decision making, thus being easier to
operationalize. They can also be directly tested, as has been proposed by
Galhotra et al. (2017).

With that in mind we can arrive at a few different definitions applicable
to ML, as stated by Corbett-Davies and Goel (2018). A simple one would
be to require that the algorithms do not make decisions based on protected
characteristics, meaning that they would not be used as variables for training,?
in what they call anti-classification. An alternative definition would be that
of “classification parity”, which requires that relevant performance measures
of the algorithm remain the same across different groups. Thus, in order to
test such metrics, the minimal requirement is to store these characteristics,
even if they are not directly used in the model. Finally, what they call
“calibration”, which means that classification should have the same probability

across different protected groups, conditional on risk score.

2.2
Transparency

Artificial Intelligent systems have commonly been regarded as black
boxes (Rudin, 2019), especially outside of the Computer Science litera-
ture (Pasquale, 2015; Bathaee, 2017). The use of this term usually implies
high complexity and lack of knowledge of how these systems work (e.g.,
neural networks), of what causes them to return a given prediction, or of an
explanation about their decisions.

Increasing transparency on the building process and specifications of
these systems is also a way to support fairer systems, as it allows for easier
finding and proving cases of discrimination, as long as it allows greater insight

into the decision process and reasoning carried out by algorithms (Kleinberg

2This assumes there are no other correlated variables that could be used as a proxy by
the algorithm.
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et al., 2018). Moreover, transparency also supports higher accountability of
intelligent systems, as discussed in the next section. This can be done even if
such transparency does not result in an explanation of the inner working of
algorithms.

Transparency can also be achieved by revealing information about the
software development process. This information allows relevant stakeholders
to understand decisions made during development that can impact the results,
including trade-offs of different values or goals (Kleinberg et al., 2018). How-
ever, transparency does not imply that the source code must be made public
or auditable by other entities.

One such example of information that could be disclosed is what type
of data was used to train a model, which might imply it will reproduce some
biased past human behavior, or that the data underrepresented a certain group
of people, resulting in poor prediction for such cases. Another information
would be the scenarios for which the software was developed and tested, which
might imply different standards or expectations for the system, even if the

output of the algorithm would be the same.

2.3
Accountability

Accountability is an issue closely related to the legal literature. In legal
practice, it is concerned with making actors, especially those that create and
make out the product or service, accountable for the results of the deployed
ML software. This definition stems from political accountability. Furthermore,
it is also concerned with how to align computer systems with existing legal
and policy choices (Kroll et al., 2017).

Desai and Kroll (2017) argue that, while the given definition of account-
ability stands in legal literature, it is not understood as such in Computer
Science. In Computer Science, the concept of accountability is “[a]bout mak-
ing sure that software produces evidence allowing oversight and verification of
whether it is operating within agreed-upon rules”(Desai and Kroll, 2017, p.
10).

It is important to note that these meanings are deeply intertwined. If our
goal is to hold agents that employ Al systems accountable for the results of
their decision making, then being able to generate evidence and oversight over
those systems, and ensuring that they do (or that we can identify if they do
not) comply with policy and legal rules is a necessary step.

Accountability is also directly related to fairness and transparency dis-

cussions. The stated technical side of accountability is a direct application of
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transparency, of being able to inspect the developers’ product, choices and de-
cision making. Furthermore, one of the main agreed-upon rules intelligent sys-
tems should operate with are the few legally agreed-upon concepts of fairness
and discrimination. Hence, accountability and transparency are what allow
stakeholders and society to uphold software to our politically agreed fairness

standards.

2.4
Four principles of Biomedical Ethics

The four principles of Biomedical Ethics were suggested as a moral frame-
work to aid in the resolution of ethical issues in medicine. The four prin-
ciples are (i) autonomy; (ii) non-maleficence; (iii) beneficence; and (iv) jus-
tice (Beauchamp and Childress, 2019). While these principles were established
as a way to guide ethical decisions in the medical field, Floridi and Cowls
(2019) argue that they provide a good general framework for the adoption of
ML algorithms in society.

These principles adapt well to serve as a moral framework for ethical
challenges posed by ML algorithms. However, Floridi and Cowls (2019) also
warn that their exact meaning is contested, and that some similar terms
have been used with different meanings. Furthermore, they also argue for the
inclusion of explicability as an addition to this set of principles.

These principles were also used by Barbosa et al. (2021) as an ethical
framework to exemplify the use of the Extended Metacommunication Tem-
plate. We offer here a brief explanation of each of the four principles. These
will focus on the definition given by Floridi and Cowls (2019), which considered
multiple documents made by governmental, academic and multi-stakeholders

organizations which tried to establish principles for the use of Al

24.1
Autonomy

This principle is related to human agency. Even though ML algorithms
replace human decision making in an array of tasks, we delegate human
autonomy in these processes to technology. This should be done in a way that
preserves human autonomy and power to decide, especially in more critical
situations.

Some of the documents stated that the potential for humans to decide
standards or principles should be protected; that humans should have their
decision power preserved in some situations; be able to choose when and where

decision making will be transferred to Al systems; or even be able to override
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automated decisions. Floridi and Cowls (2019) identify that this principle
imposes a twofold restriction (i) promote human autonomy; and (ii) restrict
autonomy of machines, either by deciding where it will be used or by making

it reversible.

2.4.2
Non-maleficence

The simplest way to state the non-maleficence principle is as “do no
harm”. This cautions us against negative consequences that may arise from
the misuse of AI. While it is not clear exactly where these risks would arise
from — the technologies themselves or people developing it —, it seems agreed

upon that one well-established concern is for violations of privacy.

2.4.3
Beneficence

This principle states that Al should be used where it will promote benefits
for humans. In other words, the development of ML systems should promote
social benefits and human well being.

This principle may seem like an equivalent to non-maleficence, and
that avoiding harm would mean promoting good. However, as simple as this
principle may seem, it was stated differently in all six of the documents
analyzed by Floridi and Cowls (2019).

2.4.4
Justice

The last of the four principles is the principle of justice. It recognizes that
the capacity to delegate decisions is not equally distributed among people, nor
are the benefits reaped from its adoption.

One common concern included in the justice principle is to avoid discrim-
ination and bias towards certain groups. This is especially relevant considering
that ML algorithms can reproduce human discriminatory behavior, creating a
perverse feedback loop.

This principle is intrinsically related to that of fairness mentioned earlier.
And while it is easy to agree that algorithms should be deployed in a just way,

it may be very hard to reach a concept of justice that is widely agreed upon.
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3
Related Work and Objects of Study

In this section we present the current state of the literature on our topic. We
searched the proceedings of the ACM FAccT Conferences! and the FAT Ma-

2 —conferences focused on fairness, accountability,

chine Learning Conferences
and transparency issues in computing-related areas, with special focus on ma-
chine learning—for proposals of tools to document Al algorithms. We present
them, and other works they reference, in the following sections.

Then, we more extensively go through the work of Mitchell et al.
(2019), which proposes the Model Card as a tool for reporting machine
learning models, and Barbosa et al. (2021), which proposes the Extended
Metacommunication Template, building upon previous Semiotic Engineering
research. These tools not only document intelligent systems, but have the
specific goal of aiding the ethical reflection of machine learning algorithms,

and were used in our study, further described in Chapter 4.

3.1
Related Work

In this section we focus on other tools proposed for documenting the
development process of Al algorithms and datasets, which serve as basis for
their training or evaluation. We organize them in two different groups: the
first focuses specifically on datasets and the second describes other tools to
document Al systems. Finally, we briefly mention toolkits and guidelines,
proposed mainly by industry actors to highlight the human agents that interact
with Al systems.

3.1.1
Dataset Documentation

A group of works are dedicated to documenting datasets and making
their information available to other stakeholders. Constructing or choosing, and
analyzing a dataset are important steps in the development process of machine

learning projects. Due to the work and cost associated to creating annotated

"https://facctconference.org/
’https://www.fatml.org/
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and curated data, these are very important in machine learning projects, and
are used for a vast amount of different models and distinct research projects.

These proposals aim to standardize this aspect of the development of Al
systems, documenting their characteristics, how the data is analyzed, how it
is distributed, and possible biases in the data. Among the works we found,
these were the first to appear in the literature, and include both standardized
and automated framework for the analysis of datasets, and documents with
characteristics of their data that would be manually produced by developers.

Holland et al. (2018) published the first work of this group. Their
proposal, named Nutrition Label, focuses on the generation of standardized
labels to convey metadata and information about datasets, and to try to
reflect a portion of standard exploratory analyses conducted by developers
before utilizing data. They include seven different modules to make distinct
aspects of information regarding the data available to other parties, each of
which requiring different manual effort, and revealing varying elements of the
data. Each of the present labels would compose the ‘nutritional’ ingredients of
the dataset.

Holland et al. (2018) highlight the need for more empirical research
regarding the use of the Labels and which information will be practical and
desired to be included. They also predict that the adoption of Labels would
foster the development of an environment that would also stimulate reflection
about the use and construction of datasets.

Bender and Friedman (2018) target natural language datasets. They
focused on dealing with issues identified in natural language processing tasks.
They argue that new datasets in this area tend to be published with discussions
about how they were annotated, but there is an informational gap regarding a
characterization of the people who produced the data (speakers or writers), and
those responsible for annotating it. Their proposal identifies the importance
of context, and variations in language, and how its meaning is constructed
through interpretation.

The Data Statements was designed to include not only information about
the people who took part in producing it, but also the context regarding the
language, and its use, such as the situation in which it was collected, or the type
of language used — dialect and region, for instance. Furthermore, the authors
also highlight that, while academic publications and model documentation
should include this complete statement, other uses could include a briefer
format, summarizing the information and also directing the reader to it. The
proposed tool is described as being capable of mitigating different types of
bias, better highlighting what the data represents and what it does not.
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Gebru et al. (2020) present a similar proposal, but for all types of
datasets. Their work on Datasheet for Datasets aim to address some specific
goals for different stakeholders. For dataset creators and curators, they wish
to promote reflective practices, including about underlying assumptions of
the data and potential risks its use may carry. For dataset consumers, the
increased transparency would inform the decision to use certain dataset
for the task they wish to address. Finally, they also highlight the goal of
increasing reproducibility of machine learning results, by enabling the creation
of mirroring datasets.

They enumerate questions for seven different topics, and highlight their
exemplifying nature and that the information should include and be person-
alized according to the specific use, domain, and other factors. The scope of
the datasheet crosses the whole process of creating the dataset, from collec-
tion and processing to distribution and maintenance. It also includes use cases
tested and envisioned by creators. In addition to the upfront work required
to document the data, including finding factors that may cause potential fair-
ness problems such as biases, they identify a limitation of their proposal when
addressing datasets that are constantly updated, rendering part of the docu-
mentation out of date at a fast pace.

Miceli et al. (2021) conducted a study of both of these proposed doc-
umentation methods in the field of computer vision. They compare each of
these general proposals, as well as ones made specifically for the publication
of certain datasets (Choi et al., 2018; Seck et al., 2018). Furthermore, they
conducted fieldwork by studying the process of two data collection companies
and interviewing 30 experts that make use and request this data. Their work
identifies difficulties for the adoption of the studied tools, and highlight the
importance of collectively considering the social aspects that shape dataset for
their effective documentation.

More recently, Hutchinson et al. (2021) propose a framework that iden-
tifies different stages in the development process of a dataset. Each of these
should include an specific documentation which should include information
considered necessary for appropriate accountability of actors for the use of the
respective data.

Their work is based on identifying similarities between datasets in
Machine Learning projects and computing infrastructure. In addition, they also
shape their proposal on practices already adopted in software engineering. The
result is a series of five documents, each targeted at keeping record of relevant
practices and decisions made in each stage.

In addition to enabling better accountability for datasets, the authors
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highlight the capability of their work to aid developers in the maintenance
phase of their datasets, and other uses that may arise at this stage. This
includes disseminating knowledge of failures identified, challenging decision
making based on the data, and facilitating reuse of data, as well as improving

the reproducibility of results using that dataset.

3.1.2
Cards

Another group of research has the objective of highlighting different
values that influence the development of Al systems. This is especially relevant
considering we have different social values at play, and decisions usually imply
a trade-off between them.

One proposal in this direction is the Value Cards (Shen et al., 2021).
The authors propose a methodology that include three cards to highlight
different social values that may be at stake in decision making. Their goal is to
“foreground the importance of social values and collective decision making via
deliberation”, in order to promote deliberation between stakeholders so they
can understand each other’s perspectives and values, as well as the inherent
trade-offs that these will lead to, including those inherent to what may be seen
as technical decisions and metrics (e.g., maximizing accuracy).

They proposed and tested three different cards. Model Cards focus at
different ML models and should capture trade-offs between choices in devel-
opment of Al applications. Persona Cards depict perspectives and values of
different stakeholders. Finally, Checklist Cards have the goal of enumerating
social and technical considerations, which should be used to guider the delib-
eration and decision process. Shen et al. (2021) highlight the epistemic value
of these model and checklist cards.

They investigated the effectiveness of their proposal in an educational
setting, as part of a machine learning course. They found that students were
able to actively engage with different perspectives and values, understand
technical and social trade-offs, and even come up with different stakeholders
not initially included in the material offered by researchers.

Raji et al. (2020) offer a distinct framework with a similar emphasis
on values of the responsible organization to guide decision making. Aligned
with the work of Hutchinson et al. (2021), they frame their proposal from an
accountability standpoint, with the goal of creating a framework that allows
internal auditing of Al systems, to be conducted before deployment in order
to identify and avoid negative impacts. To structure their proposal, they used

findings and proceedings used in other areas where internal audits already play


DBD
PUC-Rio - Certificação Digital Nº 1912712/CA


PUC-Rio- CertificagaoDigital N° 1912712/CA

Chapter 3. Related Work and Objects of Study 14

an important role in the accountability process, such as the aerospace, medical,
and financial industry.

They leverage the proposals of Seck et al. (2018) and Mitchell et al.
(2019), discussed in the following sections, to propose a framework that
includes not only the production of datasheets and Model Cards by the
development team, but a series of other artifacts produced through the auditing
process. We include them in this category because they frame all the audit
process starting by values and principles to be defined by the organization,
which will guide and be verified by the use of the proposed framework.

The final stage of the process, labeled as Reflection Stage, should
culminate by comparing their findings with the values put forward in the start
of the auditing. By the end of the process, the organizations producing or
deploying the system should be aware of design and product decisions that
may clash with their ethical values, and take action accordingly, either by
adapting and altering the system to mitigate identified risks, or by identifying
use cases that should be excluded from the system.

The emphasis on values and ethical principles of stakeholders of the
development process of this group of proposals is aligned with our research.
However, they also have wider scope and rely on the interaction among
members of development teams, and even other parties, as is the case of
auditing teams. We direct the focus of our research to tools that can be directly
used by developers, and may even be integrated into these framework as was
done by Hutchinson et al. (2021) with Model Cards (Mitchell et al., 2019).

Finally, Arnold et al. (2019) propose the use of FactSheets to create
AT documentation, focusing on transparency issues. The high-level sections in
FactSheets are: statement of purpose, basic performance, safety, security, and
lineage. Their proposal differs from others as it focus on disclosing information
and shortcomings not of a specific ML model, but of the system as a whole.

The proposed questions and topics concern themselves with technical
aspects and decisions taken during system design and development, including
whether there were any tests for bias in the system. However, they do not
highlight values and ethical principles that might have guided these choices,
like other works cited in this section.

As follow-up work, Richards et al. (2020) describe a methodology for
creating FactSheets that build upon this artifact. Moreover, Hind et al. (2020)
present two interview studies to evaluate challenges in creating documentation
for Al systems, and to present recommendations on how to collect and report

relevant information to improve efforts in this area.
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3.1.3
Toolkits and Guidelines

Many methods and tools have been proposed to identify issues in algo-
rithms or datasets. A common topic has been identifying biases in datasets,
creating automated tools to evaluate whether a trained model violates cer-
tain definitions of fairness, or proposing models that adhere to them by design
(Bellamy et al., 2018; Wexler et al., 2019).

In addition to the research mentioned in the previous subsections, many
proposals have been made by industry even outside of specific research and
academic publications. These have been made through toolkits, guidelines, and
a few services offered. It is worth mentioning that many of the cited related
work include contribution from industry research centers.

These proposals are not necessarily in the same line as the other ones
cited in previous subsections, but they share the broad goal of improving
fairness and accountability in the use of Al through providing practices and
methods to be adopted during the design stage by developers. One such
example is the Human-AI Interaction HAX Toolkit, published by Microsoft.?
According to the description provided, it comprises a set of tools to provide
developers to take a human-centered approach, and include the Guidelines
for Human-Al Interaction, which are declared as “best practices for designing
human-interaction with Al-based products and features.”

In the same vein, Google’s project “People + Al Guidebook” intended to
serve as a “Tactical guidance and best practices for designing human-centered
AT products”. Although it does not directly touch on issues of fairness, it
includes issues such as building trust in Al systems, and highlights the issues
users may have with them.

Loukides et al. (2018) defend the use of checklists as a practical and
simple way for developers to evaluate their work and whether they have steered
from ethical values. They offer a checklist to be used in data projects and place
special emphasis on checking whether developers took action to test for certain
issues in their system, and whether they ensured there were control mechanisms

to address harmful results unaccounted for.

3.2
Model Cards

Mitchell et al. (2019) defined their Model Cards as “[s|hort documents accom-
panying trained machine learning models that provide benchmarked evaluation

in a variety of conditions [...]”. Their objective was to increase the transparency

3https://www.microsoft.com /en-us/haxtoolkit /
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of the model by reporting its use cases, performance metrics, and known short-
comings, thus reducing the likelihood the model will be used in unintended
scenarios. They also aimed to standardize the reporting of test results, bench-
mark metrics, and ethical considerations made by developers; and to create a
means for stakeholders to benchmark and compare models not only along a
performance axis, but also along an ethical axis.

The authors argue that different stakeholders (interested parties) will
have different expectations and meanings assigned to the topics explored in
Model Cards. Then, they present use cases relevant to these actors, and how
their proposal is relevant to them, ranging from developers to policymakers and
impacted individuals. For instance, they argue that the main interpretation for
model developers will be of benchmarking and comparing the performance
of their models to other existing models. By contrast, policymakers can
understand cases where a machine learning system may succeed or fail, and
how it will impact people.

According to the authors, their cards could aid developers since it would
make them actively consider possible break points of their algorithms. For
instance, they argue that slicing the evaluation of the algorithm across groups
would highlight errors that are not equally distributed across groups, avoiding
situations where algorithms are considered biased and unfair, as has happened
a few times in recent years.*

The authors then detail each of the sections. This starts with “Model
Details”, which should include general information regarding the software and
its developers, including organization, type, and academic reference. Next, the
authors should write the “Intended Use” section, which should include the
intended users of the software, the use cases envisioned by the developers and
explicit ouf-of-scope uses, cases where the system could be applied but are out
of its application range, or even for which there might exist better algorithms.

The next section is called “Factors”. While this title is not very descrip-
tive, it should contain details about the model’s performance according to
different factors. These should include the method for capturing the data; this
can be relevant, for example, for details about the hardware that captured an
image.

The most interesting and ethically relevant point of this section is

the “groups” factor, which should include different characteristics that can

A few such instances with Google include: (i) its tagging of individu-
als holding a thermometer “gun” differently based on skin color that came to
light during the COVID 19 outbreak — https://algorithmwatch.org/en/story/
google-vision-racism/; and (ii) Google Photos tagging black people as gorillas, an
issue that came to light in 2015 — https://www.theverge.com/2018/1/12/16882408/
google-racist-gorillas-photo-recognition-algorithm-ai


https://algorithmwatch.org/en/story/google-vision-racism/
https://algorithmwatch.org/en/story/google-vision-racism/
https://www.theverge.com/2018/1/12/16882408/google-racist-gorillas-photo-recognition-algorithm-ai
https://www.theverge.com/2018/1/12/16882408/google-racist-gorillas-photo-recognition-algorithm-ai
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categorize the data. This becomes especially relevant when we think of people’s
attributes, including ethnicity, gender, sexual orientation, or health conditions,
to name a few.

Next, they propose a “Metrics” section. This section should include
information about the performance and some tuning of the algorithm. In
addition to the metrics, they argue for a reasoning of why these metrics
were used to measure performance instead of other available ones. Another
suggested kind of information is the decision threshold. Finally, it should also
include how uncertainty and variability are dealt with and estimated by the
software.

The following two sections concern the data used in evaluation and
training. This would include the dataset used for evaluation, processing steps,
and motivation for use of that dataset. Ideally, the same information should
be included for the training data and made available. However, the authors
recognize this might not be feasible in many cases due to other interests, such
as the data being proprietary.

This segues into the “Quantitative Analysis” section. Here the informa-
tion should be disaggregated by the chosen relevant factors, and provide con-
fidence intervals when possible. This section should include how the model
performs with respect to each factor and their intersections.

In “Ethical Consideration”, the developers should include what consid-
erations went into the development, potential issues that were found or that
could show up from the use of the model. This does not mean that all issues
should have solutions, but that stakeholders and users should be informed
about them. They also suggest the following questions should be explored on

this section:

Data: Does the model use any sensitive data (e.g., protected
classes)?

Human life: Is the model intended to inform decisions about
matters central to human life or flourishing (e.g., health or safety)?
Or could it be used in such a way?

Mitigations: What risk mitigation strategies were used during
model development?

Risks and harms: What risks may be present in model usage?
Try to identify the potential recipients, likelihood, and magnitude
of harms. If these cannot be determined, note that they were
considered but remain unknown.

Use cases: Are there any known model use cases that are especially
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fraught? This may connect directly to the intended use section of

the model card.

Finally, the card is closed off by “Caveats and Recommendations”. This section
is included in order to address concerns that were not considered to have been
covered in the previous sections.

The authors then provide two examples of cards with information with
hypothetical cases. The model structure, including the synthesis of the sug-
gested content, can be found in Figure 3.1.

After summing up this proposal to increase algorithmic transparency, in

the next section we describe the other proposal to be used in our larger study.

3.3
Extended Metacommunication Template

Barbosa et al. (2021) proposed the Extended Metacommunication Template,
where they focus on the “1%*-person [...| assessment of ethical dimensions of
one’s work. This proposal resembles the Model Card as developers are also
expected to ethically reflect about their work; however, it is differentiated
since this is not expected to be shared with other stakeholders.”

The authors created a framework for developers to reflect on their algo-
rithms. The Extended Metacommunication Template leverages the Semiotic
Engineering theory of Human-Computer Interaction (HCI). Their epistemic
tool aims to make developers reason in the 1st person about the ethical di-
mensions of their work, while explicitly highlighting the targeted 2nd person.

They acknowledge that development teams are composed of multiple
professionals, with distinct backgrounds. Also, that the software development
process can also be influenced by other stakeholders. To minimize potential
issues arising from conflicting views, each interested party could write their
own template and bring it to the discussion, so that they may arrive at a
unified collective view of the system.

The authors highlight how their work can be aligned with different
ethical frameworks, such as that of bioethics, which comprises the following
principles: beneficence; non-maleficence; autonomy; and justice (Beauchamp

and Childress, 2019) as mentioned in section 2.4.

3.3.1
Semiotic Engineering Concepts

In the authors’ view, the original contribution of Semiotic Engineering is

that it defines a specific object of investigation to the field: the communication
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Model Card

— Model Details. Basic information about the model.

— Person or organization developing model

— Model date

— Model version

— Model type

— Information about training algorithms, parameters, fairness con-
straints or other applied approaches, and features

— Paper or other resource for more information

— Citation details

— License

Where to send questions or comments about the model

— Intended Use. Use cases that were envisioned during development.

— Primary intended uses
— Primary intended users
— Out-of-scope use cases

— Factors. Factors could include demographic or phenotypic groups,
environmental conditions, technical attributes, or others.

— Relevant factors
— Evaluation factors

— Metrics. Metrics should be chosen to reflect potential real-world
impacts of the model.

— Model performance measures
— Decision thresholds
— Variation approaches

— Evaluation Data. Details on the dataset(s) used for the quantitative
analyses in the card.

— Datasets
— Motivation
— Preprocessing

— Training Data. May not be possible to provide in practice. When
possible, this section should mirror Evaluation Data. If such detail is
not possible, minimal allowable information should be provided here,
such as details of the distribution over various factors in the training
datasets.

— Quantitative Analyses
— Unitary results
— Intersectional results
— Ethical Considerations
— Caveats and Recommendations

Figure 3.1: Model Card as shown in Mitchell et al. (2019)
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process between developers and users, mediated through the system. With this
object defined, it also developed tools and concepts to aid in its investigation.
The paper extends an existing tool in Semiotic Engineering, the Meta-
communication Template. This tool was originally envisioned as a way to ex-
press the message designers were communicating to the users through their
system interfaces (De Souza, 2005; de Souza and Leitao, 2009). The generic
message was paraphrased by the author as follows: (De Souza, 2005, p.84)

“Here is my understanding of who you are, what I've learned you
want or need to do, in which preferred ways, and why this is the
system that I have therefore designed for you, and this is the way
you can or should use it in order to fulfill a range of purposes that

fall within this vision.”

This template aims to support the design of the user—system interaction from
the perspective that it constitutes a dialogue between the developer and the
user. From this perspective, the system is a proxy for the developers, through
which they communicate with the user, in a computer-mediated communication
process.

Metacommunication can be understood as a two-level process. At a
higher level, the designer is sending a complete message to the user about
“how, where, when, what for, and why the user can communicate back with
the system”. The communication is also achieved at a lower level, by the user’s
direct interaction with the system, even though they do not receive the entirety

of the message at once.

3.3.2
Extended Metacommunication Template Structure

The entirety of the Extended Metacommunication Template, with its sections
and questions, is shown in Figure 3.2. The parts that comprise this document
are: (i) Analysis (understanding needs and defining requirements); (ii) Design;
(iii) Prototyping, implementation, and formative evaluation; (iv) Continuous,
post-deployment evaluation and monitoring.

Each section is based on questions which highlight the designer’s decision
making and knowledge when creating the software. The sections also reflect
the software development process. They also emphasize how the set of beliefs
and expectations about the users and other stakeholders directly influenced by
the resulting system.

These questions reflect the development team’s knowledge, assumptions

and expectations about the system they created and the people who may use


DBD
PUC-Rio - Certificação Digital Nº 1912712/CA


PUC-Rio- CertificagaoDigital N° 1912712/CA

Chapter 3. Related Work and Objects of Study 21

or be affected by its use. Furthermore, it is also backed by ethical questions
related to the content of each section.

The first section, “Analysis”, consists of the designer’s knowledge about
the system’s users, other affected parties, and intended and anticipated uses.
The ethical question should highlight potential issued raised by this knowledge.

The “Design” section reflects the contemplated goals supported by the
software, and how it should be used to achieve these goals. It should also
highlight uses that are not supported by the designers.

The “Prototyping, implementation, and formative evaluation” section is
related to how what was previously stated influenced and was reflected into
the system itself. The ethical question is concerned with what scenarios were
used to evaluate the system.

Finally, the last section, “Continuous, post-deployment evaluation and
monitoring”, should reflect upon the actual use of the system, including
unexpected uses, effects and ethical issues that have been raised. The ethical
question should address what and how can ethical issues be addressed by the

development team.

34
Discussion

Each of these artifacts adopt a different theory to support it and, as a
result, their focus is drastically different, in spite of both aiming to promote
ethical reflection. On a superficial level, the information that was envisioned
as being included on Model cards by Mitchell et al. (2019) is much more
technical, including information about the model, data used to train and test
it, and performance metrics, for instance.

By contrast, the Extended Metacommunication Template focuses on how
the development team, including designers, view their system and its user. Its
focus is more on the subjective choices made by developers, the reasoning and
reflection that motivated them. Its purpose as an epistemic tool is to support
the development process, while bringing these issues to the forefront of it.

For instance, the ethical questions in the “Design” section explicitly aim
to highlight ethical considerations and principles that were influential in the
development process, and how the system is aligned with them. Furthermore,
the “Prototyping, implementation, and formative evaluation” section includes
a topic about what was built into the system to address undesired effects
of its use. Finally, the section “Continuous, post-deployment evaluation and
monitoring” inquires how the actual use of the system deviated from their

vision, and whether any ethical issues have to be addressed at this stage.
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Extended Metacommunication Template
1. Analysis (understanding needs and defining requirements).
(a) What do I know or don’t know about (all of) you and how?

(b) What do I know or don’t know about affected others and how?

(c) What do I know or don’t know about the intended (and other
anticipated) contexts of use?

(d) *What ethical questions can be raised by what I have learned?
Why?
2. Design.
(a) What have I designed for you?
(b) Which of your goals have I designed the system to support?
(c¢) In what situations/contexts do I intend /accept you will use the
system to achieve each goal? Why?
(d) How should you use the system to achieve each goal, according
to my design?
(e) For what purposes do I not want you to use the system?
(f) *What ethical principles influenced my design decisions?
(g) *How is the system I designed for you aligned with those ethical
considerations?
3. Prototyping, implementation, and formative evaluation.
(a) How have I built the system to support my design vision?
(b) What have I built into the system to prevent undesirable uses
and consequences?
(¢c) What have I built into the system to help identify and remedy
unanticipated negative effects?
(d) *What ethical scenarios have I used to evaluate the system?
4. Continuous, post-deployment evaluation and monitoring.
(a) How much of my vision is reflected in the system’s actual use?
(b) What unanticipated uses have been made? By whom? Why?
(¢) What anticipated and unanticipated effects have resulted from
its use? Whom do they affect? Why?
(d) *What ethical issues need to be handled through system re-
design, redevelopment, policy, or even decommissioning

Figure 3.2: Extended Metacommunication Template as proposed by Barbosa
et al. (2021)
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This difference is also reflected in which development stages are explicitly
referred in the artifacts’ sections. In the Model Card structure, most of the
information concerns the final model and its data, and the data used to train
and evaluate it. The exceptions are the intended use, which comprises the
purpose envisioned for the software by its developers, and the open-ended
ethical consideration section. On the other hand, each of the sections of
the Extended Metacommunication Template goes through a different phase
of the development process, starting from a conception and planning phase,
reflected on the Analysis section, extending through monitoring the use of the
system post-deployment, on the “Continuous, post-deployment evaluation and
monitoring” section.

The Template thoroughly highlights potential scenarios where ethical
issues could appear, even if these had not been previously considered by
developers. These questions help to direct attention to the influence the system
could have on its users and affected others.

Brandao et al. (2019) suggest that developers may not recognize the
impact their Al system can have on its social context if not directly prompted
by others, while focusing on technical aspects and measures. They identify
this as a mediation problem of the social meaning, since developers had to
be explicitly alerted by researchers about potential social issues that could be
raised by its use in the context it was build for.

Furthermore, they also found that, even when alerted by potential
problems, developers would often rely on someone else to help communicate
the meaning of the artifact they produced and its traits, or to help with the
task their system would perform in real-world scenarios (e.g., having a person
responsible for validating the result of their artifact). This suggests that, even
when directly prompted to reflect on these issues, developers may not feel
comfortable with communicating their thoughts, and may appeal to using the
third person to mediate this meaning to relevant stakeholders.

These findings accentuate the importance of stimulating developers to
reflect on the meaning and consequences of the artifacts they develop, as well
as communicating it to other stakeholders. The tools described in this section
have the goal of directing the focus in the development process to issues aligned
with the ones raised by Brandao et al. (2019), through directing and creating
means to communicate their ethical reflection.

Finally, it is possible that the mentioned differences between the Model
Card and the Extended Metacommunication Template may affect the resulting
developers’ reflections. For example, the focus of the Model Card on the

technical side, more commonly considered by developers, might not prompt the
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same type of thought process. Furthermore, since the document produced by
the use of each of these tools would constitute a means for communicating their
choices and intention, shaped by each of the underlying views on development,
verifying the similarity of developers’ view of their use to the aforementioned
findings is relevant to understanding the development of machine learning

systems.
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Study

We conducted an interview study to understand how potential stakeholders,
specifically members of machine learning development teams, would use each
of the presented tools. Each interviewee was presented a hypothetical devel-
opment scenario and a brief outline of the bioethical principles,! and asked to
fill either the Model Card or the Extended Communication Template with the
relevant information. We also asked questions about each participant’s back-
ground, and about their thoughts on the tool used and their own reasoning at
the end of the interview.

Since the Extended Metacommunication Template and Model Cards
require information about development and post-development stage issues, as
well as performance information, such as tests used, performance metrics, and
potential problems that have been identified when deploying the algorithm,
the interviewees were instructed to imagine what would have happened in the
scenario and fill in each section with topics about issues they believe would
have been raised or expected to show up on that scenario, without detailing
them.

This study focused on actors that take part in the development of ma-
chine learning systems. As stated by Mitchell et al. (2019), Model Cards can
have different interpretations and be used differently by different stakehold-
ers. We did not involve different stakeholders in our investigation and leave
this topic to future inquiries. Likewise, we believe that the Extended Meta-
communication Template can also have different interpretations by different
stakeholders, which should also be investigated.

The following sections describe how the study was designed and con-
ducted, and how we structured the collected data for analysis. A diagram of

all stages of this process, from interview to analysis can be seen in Figure 4.1.

1'We chose to use the bioethical principles to provide a basic common ground for ethical
reasoning for all participants.
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Pilot Interview

Y

Interview

Y

Transcription

Y

Initial Coding

Y

Re-coding

Y

Analysis

Figure 4.1: Stages of research from pilot interview to analysis.

4.1
Research Design

We used two different scenarios for the study, presenting different backgrounds
and applications for the algorithm being developed. We chose to focus on
algorithms that are used to take socially relevant decisions, i.e., decisions that
can have a big impact on someone’s life. We have opted for this kind of scenario
since there is a higher social concern for ethical issues in such cases, which
might not happen otherwise. Hence, the scenarios chosen were: (i) an algorithm
that decides whether to grant or deny a loan; and (ii) an algorithm that assigns
a score to a college applicant, and this score decides who will or will not be
accepted to the relevant program.

Although both scenarios present cases that can have a high impact on the
subject of the decisions’ life, it is still possible they might be seen differently
by participants. The first scenario, where the system would predict default
risk, is a relatively common machine learning application. On the other hand,
college admissions is not a widespread Al application scenario.? In fact, our
use of this scenario was inspired by a case at the beginning of the COVID-19

2A search at the ACM Digital Library for abstracts containing for terms “default” and

“loan” machine learning yielded 105 results, while a search for college or school admission
returned only 5 publications.
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pandemic, where the exams for entry in universities in the UK was replaced
by one generated automatically.?).

In order to gather more comprehensive information data, we opted to con-
duct two interview sessions with each participant so each one would explore
both scenarios and both the Model Card and the Extended Metacommunica-
tion Template. As a result, we had four groups of participants, in which we
varied the scenario, and the order in which each participant performed each
task, since we believe the first session could have an influence over the second
one. The division can be found in Table 4.1. Furthermore. an image of the

interview process step by step can be found in Figure 4.2.

Background Background
—>
Interview Review
Scenario Scenario
Bioethics Bioethics
1 day +
i Interval i
Second
First Task
Task

Post scenario Post scenario

Interview Interview

hl

Post sessions

Interview

Figure 4.2: Interview process.

We now present the two scenarios. The underlined text varied: study
participants working with the Model Card were tasked with filling out the
corresponding form, and those working with the Extended Metacommunication
Template were tasked with answering the corresponding questions.

3A-Level exams were initially substituted by a algorithms for the year of 2020. After

much backlash, the use of this system was dropped (https://www.wired.co.uk/article/gcse-
results-alevels-algorithm-explained. Visited on: 18/06/2021


https://www.wired.co.uk/article/gcse-results-alevels-algorithm-explained
https://www.wired.co.uk/article/gcse-results-alevels-algorithm-explained
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Table 4.1: Allocation of representation and scenario in each session, for each
group.

group 1st session 2nd session
A MC - Financial Institution =~ EMT - University

B EMT - Financial Institution MC - University
C MC - University EMT - Financial Institution
D EMT - University MC - Financial Institution

Scenario 1

You are the leader of the development team of a financial institu-
tion. The role of your team is to develop an Artificial Intelligence
algorithm to make automated lending decisions for your company.
Your algorithm must access the risk of each potential client based
on their profile and financial history, and decide whether to grant
the requested loan or not, with the goal of mazximizing the expected

profit of the company.

You have also been tasked with filling out the following form | an-

swering the following questions about the development process and

potential issues with your final product. These forms are related to
ethical and practical concerns of the system being developed, as
well as the scenario it was envisioned and tested for. You may
not possess all the information to properly fill out all the fields;
however, you have been asked to include topics that you expect
will show up in the final version and that you plan on further

investigating.
Scenario 2

You are the leader of the development team hired by a university.
The role of your team is to develop an Artificial Intelligence
algorithm to assign scores to students who have applied to the
university program. Your algorithm must consider the student’s
previous accomplishments and assign a score to each student, which
will be used by the selection committee to decide which students
should be admitted or not. Your algorithm will not be used to grade

any new material from the students.

You have also been tasked with filling out the following form | an-

swering the following questions about the development process and

potential issues with your final product. These forms are related to
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ethical and practical concerns of the system being developed, as
well as the scenario it was envisioned and tested for. You may
not possess all the information to properly fill out all the fields;
however, you have been asked to include topics that you expect
will show up in the final version and that you plan on further

investigating.

The documents participants used with each tool can be found in Figures 4.3
and 4.4.4

Model Card

Model Details. Basic information about the model.
— Intended Use. Use cases that were envisioned during development.
— Factors. Other factors that could impact the model’s performance.

— Metrics. Metrics should be chosen to reflect potential real-world
impacts of the model.

— Evaluation Data. Details on the dataset(s) used for the quantitative
analyses of the model.

— Training Data. Details on the dataset(s) used to train the model.

— Quantitative Analyses. Factors used for quantitative analysis of
the model and results found (factors may be isolated or combined on
the intersection).

— Ethical Considerations. Ethical considerations about the model
created.

— Caveats and Recommendations. Caveats and recommendations
about possible uses of the model.

Figure 4.3: Sections to be filled out by participants.

To establish the participant’s background, before going through the
scenario, we asked some preliminary questions about participants’ previous
knowledge, including about the subject of our study. Upon completion of the
scenario, we also interviewed participants to better understand whether and
how the document aided and motivated their ethical reflection.

We asked the following set of questions. This list includes questions
asked before working with the first scenario, to determine the participants
background, as well as more speculative questions at the end, which the

interviewers decided to ask or not in light of the participants’ previous remarks.

“The code for generating this Model Card was obtained from Mitchell et al. (2019) The
Extended Metacommunication Template was adapted from Barbosa et al. (2021). We used
the template containing the briefer descriptions of each section provided by the authors for
each of the tools, except for the Quantitative Analysis section of the Model Card, where a
sentence commenting the section on the paper was adapted to provide the information given
by authors in a shorter passage, since no explanation was provided in the template.
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10.

11.

12.

13.

14.

15.

16.

Before the first session (participant’s profile questions)

. What is your current line of work?

. What was the area of your formal education?

How long have you worked in the development of ML?

. What is your usual process for developing a ML Model (probe: gathering

and cleaning data, selecting parameters, training, evaluation)?

. What is your previous knowledge of Semiotic Engineering?

. Do you have any previous knowledge of the Model Card or Extended

Metacommunication Template?

How interested are you in ethical issues in design and development?

. How experienced are you in considering ethical issues in design and

development?

. When you think about ethical issues, what comes to your mind?

Have you had any contact with software you consider unethical? How

was the experience? (b)
At the end of each session (post-task questions)

What did you think about the Model Card/Extended Metacommunica-

tion? (probe: Please elaborate.)

How did the Model Card/Extended Metacommunication Template influ-
ence your ethical reasoning on the presented scenario? How did it aid in

this reasoning?” And how did it constrain or hinder it?

On a scale from 1 to 7, how do you rate how much the form / questions
helped (1 = hindered a lot; 7 = helped a lot).

Was there anything you included that did not fit well in any of the

sections? If so, what?

Was there anything you wanted to include but did not fit well in any of

the sections? If so, what?

What did the form / questions help you to reflect upon? (probes: about
the system, the development process, about the consequences of using

the system to its users and to the society at large)
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17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

How did the (form/questions) help you think about the consequences of
the model you were building? (probe: stakeholders, minorities, economi-

cal matters:?)

Which sections helped more in your reflection upon potential ethical

issues? (probe: How?)
Who did you consider would read what you were writing?

What other stakeholders do you believe would benefit from the resulting

document (e.g., users, policymakers or impacted parties)? How?

What other stakeholders do you believe would benefit from going through

this process of (filling out the form / answering the questions)?
After the second session (comparative questions)

In simple terms, how would you explain the difference between the two

tools for a new member of your team?

How would you compare both tools concerning the variety of your

reflection on the scenario?

Given that you have previously used /artifact/, how do you think it

influenced you in this session? * What else?

Possible questions after the second session, depending on the

pre'vious answers

What did you think of the first person use in the Metacommunication

Template?

Do you believe your word choice to represent your thoughts had any

impact on your reflection?

Do you believe the division of question on different development steps

impacted your reflection?

How important do you believe the Principles of Bioethics were to your

reflection?
How did you feel about the Scenario after your reflection process?

Do you believe the open ethical reflection section of the Model Card

influenced your reflection?
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4.2
Execution and participants’ profiles

Before recruiting participants, we ran a pilot study with one participant
to evaluate the duration of each session, whether our questions could be
comprehended by potential participants, and whether they were capable of
stimulating reflections over the issues we wanted to investigate.

As a result, we made small changes in the wording of some of our
questions. The last set of optional questions were added due to observations
made in our pilot study. We also estimated each session would take around
1:30, which proved to be a good estimate.

Our study was then carried out with a total of eight subjects with grad-
uate degrees in Computer Science. Seven of our participants had experience
as members of teams developing systems that apply machine learning algo-
rithms, while the remaining one only had experience with academic courses on
the topic.

Our participants were allocated into each group in the order they agreed
to take part in our study. Thus, the first participant was put into group A,
the second in group B, and so forth. In order to avoid tiring participants, and
to create some distance between each interview, we scheduled the two sessions
with each interviewee with at least a day in between.

We opted to divide the two interviewers to allow for more time slots
to conduct our study, and each one of them was responsible for conducting
interviews with one of the tools. As a result, each one was responsible for half
of the first and half of the second interview sessions.

All sessions were conducted through audio calls in Portuguese, to let
participants more comfortable, speaking in their native language. At the
beginning of our first session we would ask for the participant to give us consent
to take part in the study, including recording of the session and sharing what
they wrote or said anonymously. We asked for confirmation of the consent
before starting the second session.

We chose to conduct semi-structured interviews. We prepared a well-
defined script, including our sets of questions, presenting the scenario and
the bioethical principles, and explaining each of the tools used. Throughout
the session (i.e., when participants read the scenarios and used the tool),
interviewers provided clarifications when asked by participants® and asked ad
hoc follow-up questions for participants to elaborate on certain points that

were deemed particularly interesting or unclear. At the end of each session,

5Since most participants were using these tools for the first time, a common line of
questioning by them was asking for explanation about certain sections.
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the interviewer asked the post-task questions and, after the second session,
the questions comparing the two models.

At the start of the first session, we asked the first set of questions, related
to their background. Afterwards, we sent a link to a document containing the
text of the relevant scenario, an outline of the bioethical principles, and the tool
to be used during the session. Finally, we asked the participant the post-task
questions, as described in the previous section.

The process was repeated for the second session, with two small changes:
in the beginning of the session, we asked participants to confirm the back-
ground information from the previous session; and to conclude the second
session, we asked the remaining comparative questions, as well as the more

speculative ones, depending on their previous answers.

4.3
Transcription

After all the sessions, we created our text corpus to be able to conduct
our analysis. For that we transcribed all the interviews.

Each audio recording was transcribed wverbatim in full, including what
was said both by the interviewee and interviewer. In addition to that, as we
had video recording of the screen shared by participants, we also included
visual cues when they were referenced during the speech, or when the context
was needed to understand certain remarks.

In addition to that, we kept the artifact resulting from applying each
tool, as written by each participant. As a result, we collected a total of 32 text
documents of the interviews, two for each session. This set is the data we used
in the next steps of our study.

While the documents produced by the use of the tool were relatively
homogeneous in size, the sessions varied between 1:10 and 1:40 in duration,
which is reflected in the length of the transcripts. Furthermore, participants
would not necessarily talk as much as one another. To give a rough idea of the
volume of text, the transcription of the absolute majority of the Model Card
sessions (formatted using Times New Roman 12, A4 paper size, single spaced)

took over 10 pages each.
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Extended Metacommunication Template
1. Analysis (understanding needs and defining requirements).
(a) What do I know or don’t know about (all of) you and how?

(b) What do I know or don’t know about affected others and how?

(¢) What do I know or don’t know about the intended (and other
anticipated) contexts of use?

(d) *What ethical questions can be raised by what I have learned?
Why?
2. Design.
(a) What have I designed for you?
(b) Which of your goals have I designed the system to support?
(¢) In what situations/contexts do I intend/accept you will use the
system to achieve each goal? Why?
(d) How should you use the system to achieve each goal, according
to my design?
(e) For what purposes do I not want you to use the system?
(f) *What ethical principles influenced my design decisions?
(g) *How is the system I designed for you aligned with those ethical
considerations?
3. Prototyping, implementation, and formative evaluation.
(a) How have I built the system to support my design vision?
(b) What have I built into the system to prevent undesirable uses
and consequences?
(¢) What have I built into the system to help identify and remedy
unanticipated negative effects?
(d) *What ethical scenarios have I used to evaluate the system?
4. Continuous, post-deployment evaluation and monitoring.
(a) How much of my vision is reflected in the system’s actual use?
(b) What unanticipated uses have been made? By whom? Why?
(c) What anticipated and unanticipated effects have resulted from
its use? Whom do they affect? Why?
(d) *What ethical issues need to be handled through system re-
design, redevelopment, policy, or even decommissioning

Figure 4.4: Extended Metacommunication Template as presented to study
participants.
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Coding

This chapter describes the coding process. The process described here, and our
experience during it, will also be leveraged to further study our topic, especially
for the analysis of the data related to the Extended Metacommunication

Template, which lied outside the scope of this dissertation.

5.1
Coding Characteristics

To analyze the data gathered through our interviews, we opted to code our
data with the objective of conducting a Thematic Analysis (Braun and Clarke,
2012). Our corpus included what each participant spontaneously said during
the session while using each tool, the answer to our interview questions, and
the document produced by the use of the tool in each session.

One initial decision we made was to follow an inductive approach (Braun
and Clarke, 2012), allowing our codes to emerge from exploring the data we
collected, instead of pre-selecting a set of a priori categories. Our goal with
this decision was to directly represent how participants interacted with the
Model Card, and not describe it based on a pre-determined framework.

One factor that certainly influenced participants was our decision to
provide bioethical principles to serve as a basis for ethical reasoning, which
constitutes the background of our research. However, these principles are quite
general, so participants’ values may end up influencing how they apply them.
Furthermore, we made sure to make clear to all participants that they did not
need to use them, and that they could apply their own views about what is
ethical or unethical.

Following the first consolidation step, described in the following section,
we also considered some of the options for coding strategies listed by Saldana
(2009), especially simultaneous and descriptive coding, classified as first cycle
methods. These were used as guidance on how to construct our codes, including
naming and descriptions.

The presence of simultaneous coding is an important characteristic of

our dataset. In other words, the same passage could receive multiple codes,
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e.g., different codes for the same excerpt; or for a different code for the whole
excerpt and for one or more segments in that passage.

We also opted to use a strategy of splitting codes when relevant, trying to
tag only the relevant sentences. However, the size of the tagged excerpts varied
widely, and some of the passages could correspond to whole paragraphs, when

the participant kept exploring for a while the idea expressed in the code.

5.2
Coding process

This section describes the coding process we followed, especially the steps
taken to code the data and arrive at our final codebook. It also contains the
codebook reached at the end of the process.

To establish a preliminary codebook, two coders first coded the docu-
ments of two participants (P3 and P4) individually. Each coder arrived at an
initial set of independent codes, which emerged from what these participants
said or wrote that was related to the model they were developing, its potential
impact, the tool they were using, or ethical issues they identified. We opted for
independent initial codebooks to allow for more diversity in the codes created
on this initial step, which could then be further refined and narrowed down to
a more comprehensive and robust set of codes.

For this preliminary coding, we did not use any specific data analysis tool.
Instead, we opted to first read each document on a text editor, highlighting
passages that we believed were relevant and interesting for our study in order
to obtain an initial overview of our data before committing to an initial set of
codes. After finishing this process for P3 and P4, we reread their interviews
and documents, making our initial coding.

Upon completion of this initial coding, we reviewed both sets of codes
and their descriptions in each codebook. We merged some of the codes and
opted to discard some of them, which we considered outside the scope of our
intended analysis. One of the objectives during this process was to have a
comprehensible list of a few dozen codes, which could be easily used during
the coding process.

One of the coders had also coded a third participant, which allowed us to
note that our initial codebook was considerably stable and was not significantly
modified during the coding of that third participant. With this consolidation,
we reached a new set of codes that would be used to annotate the remaining
participants’ data.

After this step, we maintained a shared codebook in case any changes

arose from coding the remaining data. During this stage, if any of the coders
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felt any change was necessary, they would contact each other to discuss the
change. This procedure was used mainly to define the boundaries of some of
the codes, including whether some cases should be included or not, and applied
to around 10 excerpts.

Close to the end of the coding of the remaining data, we opted to
make another review of our codes. Our goals with this revision were twofold:
(i) to further consolidate the codes that were created after the previous step;
(ii) to make some adjustments to the names and descriptions of the codes to
better represent the uses that had been made during coding of the remaining
participants.

Upon finishing the coding, we made a final revision of our codebook.
This time, our focus was on splitting some of our codes to better represent the
concept that was explored in the context they were used. The split codes were
not entirely new, and were formed from the previous code in addition to an
indication of the direction that was expressed by participant. For instance, the
“ethics of development process” code, used to tag instances where participants
reflected on the ethics of a certain aspect of the development process, was
split to represent whether the passage reflected that the aspect was either
ethical or unethical. After this process, each coder reviewed their own coding
to incorporate the split codes into the data.

Table 5.1 shows the final version of the codebook, including general and

split codes, and their description.
Table 5.1: Final codebook, including split codes.

Code name
DIAGNOSIS OF ELEMENT
OF ETHICAL FRAMEWORK

Description

Diagnoses the existence of an ethical issue, and then
(a posteriori) relates it to an element of an ethical
framework.

DIAGNOSIS OF ELEMENT
OF ETHICAL FRAMEWORK
- AUTONOMY

DIAGNOSIS OF ELEMENT
OF ETHICAL FRAMEWORK
- BENEFICENCE
DIAGNOSIS OF ELEMENT

Diagnoses the existence of an ethical issue, and then

(a posteriori) relates it to the principle of autonomy.

Diagnoses the existence of an ethical issue, and then

(a posteriori) relates it to the principle of beneficence.

Diagnoses the existence of an ethical issue, and then

OF ETHICAL FRAMEWORK
- JUSTICE

DIAGNOSIS OF ELEMENT
OF ETHICAL FRAMEWORK
- NON MALEFICENCE

(a posteriori) relates it to the principle of justice.

Diagnoses the existence of an ethical issue, and then
(a posteriori) relates it to the principle of non

maleficence.
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ETHICS OF DEVELOPMENT
PROCESS - ETHICAL
DEVELOPMENT

ETHICS OF DEVELOPMENT
PROCESS - UNETHICAL
DEVELOPMENT

FRAMING BASED ON
ELEMENT OF ETHICAL
FRAMEWORK
FRAMING BASED ON
ELEMENT OF ETHICAL
FRAMEWORK -
AUTONOMY

FRAMING BASED ON
ELEMENT OF ETHICAL
FRAMEWORK -
BENEFICENCE
FRAMING BASED ON
ELEMENT OF ETHICAL
FRAMEWORK - JUSTICE
FRAMING BASED ON
ELEMENT OF ETHICAL
FRAMEWORK - NON
MALEFICENCE
GUIDING VALUES

SCAFFOLDING AROUND
ELEMENT OF ETHICAL
FRAMEWORK
SCAFFOLDING AROUND
ELEMENT OF ETHICAL
FRAMEWORK -
AUTONOMY
SCAFFOLDING AROUND
ELEMENT OF ETHICAL
FRAMEWORK -
BENEFICENCE
SCAFFOLDING AROUND
ELEMENT OF ETHICAL
FRAMEWORK - JUSTICE
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Considers the ethical nature of certain design choices
in themselves, not necessarily due to specific
consequences. Related to the design and development
process rather than to the actual use of the tool
post-deployment.

Considers the unethical nature of certain design
choices in themselves, not necessarily due to specific
consequences. Related to the design and development
process rather than to the actual use of the system
post-deployment.

Implicitly considers an element of an ethical
framework as a lens to frame their reflection on some
subject (context).

Implicitly considers the principle of autonomy as a
lens to frame their reflection on some subject

(context).

Implicitly considers the principle of beneficence as a
lens to frame their reflection on some subject

(context).

Implicitly considers the principle of justice as a lens to

frame their reflection on some subject (context).

Implicitly considers the principle of non maleficence as
a lens to frame their reflection on some subject

(context).

Identifies or asserts a personal value as a guide for
designing the artifact.

Explicitly starting from an element or principle of an
ethical framework, tries to find an issue that is related
to it.

Explicitly starting from the principle of autonomy,

tries to find an issue that is related to it.

Explicitly starting from the principle of beneficence,

tries to find an issue that is related to it.

Explicitly starting from the principle of justice, tries

to find an issue that is related to it.
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SCAFFOLDING AROUND
ELEMENT OF ETHICAL
FRAMEWORK - NON
MALEFICENCE

BREADTH OF REFLECTION

CONSIDERING
CONSEQUENCES
DIRECTED REFLECTION
SHAPING REFLECTION

SPACE FOR ETHICAL
REFLECTION

AGENCY TO ARTIFACT
CONSTRAINTS ON
ARTIFACT

CONTEXTUAL
INFLUENCES

DESIRED TRAITS OF
ARTIFACT
ESTABLISHED ETHICAL
FRAMEWORK
EXACERBATING
PROBLEMS

EXPECTED READER

EXPOSURE

IMPACTED INDIVIDUALS

INSIDER UNDERSTANDING

LIMITED KNOWLEDGE

MEASURING IMPACT

39

Explicitly starting from the principle of non

maleficence, tries to find an issue that is related to it.

Considers how much of the problem domain was
considered during ethical reflection. Delimits the
boundaries of their own reflection.

Discusses how the tool helped them focus on the
consequences of the artifact’s actual use.

Considers how the tool directed their reflection.
Asserts how the tool (and its sections or questions)
influenced the reflection process.

Discusses how the tool aided them to consider
ethically relevant issues through having a
section/question with ethical focus.

Attributes agency to the artifact they were developing.
Considers design choices, implemented in the artifact
or based on external rules, to prevent unethical uses of
the artifact.

Considers how the context in which the artifact would
be developed or used would affect its results.

Defines a desired characteristic of the artifact.

Asserts that bioethical principles are helpful for being
a common-ground reference.

Considers how design choices may make existing
problems worse, based on a recognition that the status
quo is already problematic.

Discusses which stakeholders they considered would,
or should, read the document resulting from the tool’s
use.

Mentions that they avoided stating something in the
tool due to their responsibility for the artifact, and
making the information available.

Considers who could be impacted by the artifacts they
are developing. These would be the patients of the
designer’s actions, even if they may be agents in other
moral relationships.

Discusses how people not directly involved in the
development process might not be able use the tool.
Considers the limitation of the existing knowledge
available for themselves, as designers, or for the
artifact.

Considers how they could measure the impact of the

artifact’s use.
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PARTICIPATORY DESIGN

REAL-WORLD USE

RESPONSIBILITY FOR
ARTIFACT

SUBJECTIVE
PERSPECTIVE
SYSTEM’S AUTONOMY -
INCREASE

SYSTEM’S AUTONOMY -
LIMIT

UNDESIRED
CONSEQUENCES

USER GOALS

40

Considers how the participation of stakeholders in the
tool-filling process would be beneficial, or how they
could reap benefits from the resulting document
communicating design choices.

Defines use cases that could occur after the design
process is finished. This can include use cases that
were not accounted for.

Remarks about their feeling of responsibility for the
artifact being developed.

Considers how their own subjective perspective on the
process affects the artifact’s development.

Defines that the artifact’s autonomy should be
increased, can be made upon defined conditions.
Defines that the artifact should have its autonomy
limited.

Defines possible consequences of the artifact’s use they
want to avoid.

Considers what would be the stakeholders’ goals with

the artifact

After the final coding step, a superficial analysis of the coded segments
led us to find out we had a high variance in the length of coded excerpts
tagged by each coder. Upon this discovery, one of the coders re-tagged the
dataset in order to bring both codings closer. As a result, we had a more
similar distribution of the size of coded segments and the amount of coded
segments for each coder.

To conduct the entire coding process, following the first step, all docu-
ments were imported into QDA Miner Lite,! a computer-assisted qualitative
data analysis software (CAQDAS). The free version of the tool allowed us to
conduct some basic analysis during and after the codification process. At the
end of the process we were able to export all the coding data to CSV files and

analyze it using Python libraries for data analysis and visualization.

"https://provalisresearch.com/products/qualitative-data-analysis-software/
freeware/
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Results

This chapter explores the data collected from our study. First, it details the
preliminary steps we conducted to augment the amount of information we
could relate to our data, then it describes the subset of our data used to
conduct the following analysis and discussion. Next, we conduct an exploratory
analysis of the coded data, including characteristics of the coded excerpts and
where they were identified. Finally, we engage in more specific explorations of
the codes, which are directly related to our research question of how Model
Cards may contribute to designers ethical reasoning.

To properly explore the ethical reflection engaged by participants, using
the research described in Chapters 2 and 3, and more easily visualize the
relation between our codes, we restricted our analysis in this dissertation to
the Model Card interview, and also to a subset of codes more closely related

to ethical reflection, as described in Section 6.2.

6.1
Preliminary Steps

We opted to conduct a more thorough exploration of our data in Python,
exporting each coder’s dataset to a CSV file. The main objective of this decision
was to better control our plots and to able to generate visualizations with
information not directly available through QDA Miner, such as the section of
the model card the text was written.

Our first obstacle was that, despite using the software export feature,
the resulting file had considerable problems in its columns and separation,
even after adjusting the character encoding.! To deal with this, we dropped
columns that contained no information in any of the rows, and replaced a non-
encoded whitespace character in the column names. In the end, we discarded
no information from our dataset, but renamed the columns and discarded
columns that were empty.

To further contextualize each of the excerpts and provide more informa-

tion about the context in which it was used, we opted to add more information

'We found that the encoding that best loaded the QDA Miner data was“cp 12527 with

“won

a “,” separator.
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relating to the location where it was used within the document. To add this
information, we took two steps. The first was simply to find each coded ex-
cerpt substring within the coded document and add columns to a dataframe
containing the character locations of the document text where each substring

started and ended. An example of this process is illustrated in Figure 6.1

2100
2130

<

=)

o

o~

Ll i i

Mas foi s6 uma constatagdo que o modelo enxergou nos dados, ndo ¢ culpa do
n o

o
~N
o~

i —
mgdelo em teoria, ¢ culpa ({1\‘0 dado que t4 ali. Mas até que ponto, sei 14, é antiético

218

1222
225

da empresa fazer isso, sabe“? Se ela... é fogo. [...]

Case Text Words start_code end_code

P2 - Model Mas até que ponto, sei I3, é antiético da
Card empresa fazer isso, sabe? 13 12185 12252

Figure 6.1: Example of identification of excerpt start and end character.

On a more important note, we also wished to obtain context about the
coded segments regarding what section of the tool on which the interviewee
was working. To address this, we manually compiled another file containing the
character locations in the document text, where each of the tool’s section began
and ended. For the filled Model Cards, this was done simply by its structural
division. However, for the interviews’ transcripts, this was done either when
participants vocalized something about starting a new section, reading its
description, for instance, or by the context of what was being discussed or
asked (Figure 6.2).

After doing this preliminary cleaning and enriching of our coded seg-
ments, we had the data upon which we conducted our analysis. All the code

used for this process can be found in Appendix C.

6.2
Subset of codes and data used

As briefly mentioned, we opted to focus all of our analysis into a subset of
the data we collected. This decision was made to address concerns of the time
constraints, and to allow a more thorough analysis into our topic of ethical
reflection using the research mentioned in Chapters 2 and 3.

Initially, this was done by limiting the first set of analysis to the

documents and interviews that used the Model Card. This decision was made
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2445

Consideracdes Eticas

Consideragdes éticas sobre o modelo criado.

Todos os alunos em circunstancias semelhantes devem receber de forma igual as notas atribuidas pelo

modelo.

C16497

O modelo pode n3o refletir o momento presente do alun

6498 ®

Cuidados e Recomendacdes

Cuidados e recomendagdes sobre os possiveis usos do modelo.

18082

e O resultado do modelo deve ser explicavel:

Case prompt start end
P4 - Model Card Ethical considerations 12445 16498
P4 - Model Card Caveats and Recommendations 16498 18082

Figure 6.2: Example start and end of each Model Card section.

based on the fact that the work on Model Cards was published earlier,? had
already been adopted openly by certain initiatives,®> and we also expected its
questions and fields to be seen as closer to concepts with which developers
interact routinely than those introduced by the Extended Metacommunication
Template.

We also opted to focus all of our analysis into a subset of the codes
we used, those more closely related to ethical reflection. Although we cannot
expect to have been exhaustive about all that participants expressed with our
coding, we covered a wide array of themes, including participants’ perceptions
about the tools in use and their own reflection.

In line with the initial objective of our research, we opted to further
narrow down our scope of analysis only to codes directly related to the par-
ticipants’ ethical reflection while using the tool. This includes their reflection
related to what was discussed in Section 2, and eventual use of the bioethical
principles presented.

The selection of codes that were further explored is found in Table 6.1.
Table 6.1: Final codebook, including split codes.

Code name Description

AGENCY TO ARTIFACT Attributes agency to the artifact they were developing.
DIAGNOSIS OF ELEMENT Diagnoses the existence of an ethical issue, and relates
OF ETHICAL FRAMEWORK it to an element of an ethical framework (a posteriori).

2At the start of this research, Barbosa et al.’s 2021 article was not yet published, and
was at an early draft stage.

3Google has adopted Model Cards as an initiative for its cloud models
(https://modelcards.withgoogle.com/about).
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DIAGNOSIS OF ELEMENT
OF ETHICAL FRAMEWORK
- AUTONOMY

DIAGNOSIS OF ELEMENT
OF ETHICAL FRAMEWORK
- BENEFICENCE
DIAGNOSIS OF ELEMENT
OF ETHICAL FRAMEWORK
- JUSTICE

DIAGNOSIS OF ELEMENT
OF ETHICAL FRAMEWORK
- NON MALEFICENCE
ETHICS OF DEVELOPMENT
PROCESS - ETHICAL
DEVELOPMENT

ETHICS OF DEVELOPMENT
PROCESS - UNETHICAL
DEVELOPMENT

FRAMING BASED ON
ELEMENT OF ETHICAL
FRAMEWORK
FRAMING BASED ON
ELEMENT OF ETHICAL
FRAMEWORK -
AUTONOMY

FRAMING BASED ON
ELEMENT OF ETHICAL
FRAMEWORK -
BENEFICENCE
FRAMING BASED ON
ELEMENT OF ETHICAL
FRAMEWORK - JUSTICE
FRAMING BASED ON
ELEMENT OF ETHICAL
FRAMEWORK - NON
MALEFICENCE
GUIDING VALUES

IMPACTED INDIVIDUALS

44

Diagnoses the existence of an ethical issue, and then

(a posteriori) relates it to the principle of autonomy.

Diagnoses the existence of an ethical issue, and then

(a posteriori) relates it to the principle of beneficence.

Diagnoses the existence of an ethical issue, and then

(a posteriori) relates it to the principle of justice.

Diagnoses the existence of an ethical issue, and then
(a posteriori) relates it to the principle of non
maleficence.

Considers the ethical nature of certain design choices
in themselves, not necessarily due to specific
consequences. Related to the design and development
process rather than to the actual use of the tool
post-deployment.

Considers the unethical nature of certain design
choices in themselves, not necessarily due to specific
consequences. Related to the design and development
process rather than to the actual use of the tool
post-deployment.

Implicitly considers an element of an ethical
framework as a lens to frame their reflection on some
subject (context).

Implicitly considers the principle of autonomy as a
lens to frame their reflection on some subject

(context).

Implicitly considers the principle of beneficence as a
lens to frame their reflection on some subject

(context).

Implicitly considers the principle of justice as a lens to

frame their reflection on some subject (context).

Implicitly considers the principle of non maleficence as
a lens to frame their reflection on some subject

(context).

Identifies or asserts a personal value as a guide for
designing the artifact.

Considers who could be impacted by the artifacts they
are developing. These would be the patients of the
designer’s actions, even if they may be agents in other

moral relationships.
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RESPONSIBILITY FOR,
ARTIFACT
SCAFFOLDING AROUND
ELEMENT OF ETHICAL
FRAMEWORK
SCAFFOLDING AROUND
ELEMENT OF ETHICAL
FRAMEWORK -
AUTONOMY
SCAFFOLDING AROUND
ELEMENT OF ETHICAL
FRAMEWORK -
BENEFICENCE
SCAFFOLDING AROUND
ELEMENT OF ETHICAL
FRAMEWORK - JUSTICE
SCAFFOLDING AROUND
ELEMENT OF ETHICAL
FRAMEWORK - NON
MALEFICENCE
SYSTEM’S AUTONOMY -
INCREASE

SYSTEM’S AUTONOMY -
LIMIT

UNDESIRED
CONSEQUENCES

6.3
Coding consolidation

45

Remarks about their feeling of responsibility for the
artifact being developed.

Explicitly starting from an element or principle of an
ethical framework, tries to find an issue that is related
to it.

Explicitly starting from the principle of autonomy,

tries to find an issue that is related to it.

Explicitly starting from the principle of beneficence,

tries to find an issue that is related to it.

Explicitly starting from the principle of justice, tries

to find an issue that is related to it.

Explicitly starting from the principle of non

maleficence, tries to find an issue that is related to it.

Defines that the artifact’s autonomy should be
increased, can be made upon defined conditions.
Defines that the artifact should have its autonomy
limited.

Defines possible consequences of the artifact’s use they

want to avoid.

Upon starting to work on our analysis, and comparing both coders datasets,

we noticed that each coder had tagged several segments which had not been

tagged by the other. After filtering for the selected codes, we had one set of 81

and another one of 98 observations.

By applying a process to merge and compare segments of both codes

based on lax criteria,? we were only able to find matches for 54 segments.

During this exploration we also made an initial evaluation of our agree-

ment. Our initial evaluation lead to an Fleiss Kappa score of around 0.32.
However, this was heavily influenced by the aforementioned fact that each

coder had a high number of excerpts not codified by the other; ignoring such

4We matched pair of codes where the match were of at least 60% of the size of the
longest coded excerpt, codes that contained or were contained for each of the documents.
This process is prone to error, especially considering both coders used nested codes, which
could lead to multiple matches for cases where both coders used nested codes in the same
passage.
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instances, our inter-coder agreement was at a substantial level of 0.62. We un-
derstood this as meaning that where both identified a relevant comment by
participants, they tended to agree on the relevant code. However, in several
cases, one of them would either not associate a passage with any of the codes,
or associate it to a code not included in the final subset.

In light of these findings, we opted to create a combined set of all the
coded excerpts and conduct a new coding step. To create a cohesive dataset,
we joined all excerpts that received at least one of the tags included in the
final codebook, by any of the coders.

After these steps, we had a set of 192 excerpts. All information related
to the previous coding was removed so as not to unduly influence our consoli-
dation. Then, those excerpts were coded again by both coders, using only the
codes shown in Table 6.1. In addition, we included a code “Other”, for when
they believed another code (not in the final codebook) should have been used.

After each a round of independent coding, all cases that presented
divergence between the coders were commented and discussed by them. In
the end of the process, we reached our final coding by a process of discussing
each case and reaching a consensus, denominated as negotiated agreement by
Campbell et al. (2013). We reached a consensus in most coded excerpts, and
in four of them we applied two distinct codes to the same excerpt. While
recoding this set, we noticed that 31 excerpts were duplicated, referring to
the same passage (give or take a couple of words), due to limitations of the
algorithm used to combine the excerpts. As each pair of those excerpts was
associated with the same code, we manually identified these cases and removed
the duplicates from our dataset, opting to preserve the longest ones in all cases.
Our final dataset is the result of this process. Each coded excerpt can be found

as transcribed in Appendix A (in Portuguese).

6.4
Coding Exploratory Analysis

After the steps described above, our code dataset comprised 161 coded
excerpts. Excluding the excerpts associated with the code “Other”, this number
was further reduced to 150. The following section provides an overview of the
general characteristics of this dataset.

Figure 6.3 shows a distribution of the coded excerpts per section, in the
order which they appear in the Model Card.

It is no surprise that the section with most excerpts was that of Ethical
Considerations, as this was the focus of our analysis and of the subset of codes

we narrowed our analysis to.
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Number of coded segments per section

Model Details
Intended Use
Factors

Metrics
Evaluation Data

Training Data

Quantitative Analyses
Ethical Considerations

Caveats and Recomendations

Questions

o
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Figure 6.3: Distribution of coded excerpts per section

In addition to that, we can verify that the Caveats and Recommendations
section was also a strong prompt for ethical considerations by the participants.
This may be partly explained by the fact that it directly followed the Ethical
Considerations section. Thus, as their reflection had just been directed towards
that topic, it may have directed their focus and prompted them to include these
considerations in the following section.

Figure 6.4 shows similar information, but divided by whether the code
was found in the interview or the document containing the filled-out Model
Card. The figure reveals that, as expected, in absolute numbers coded excerpts
were much more frequent in the interviews, which had 119 codes assigned, when
compared to the tools themselves, with a total of 31 assigned codes.

It is interesting to note that some of the sections only had coded segments
in the interviews. This is a consequence of the fact that participants would
discuss their ideas, going in depth into their thoughts and reasoning in the
interview, while the resulting document was composed mostly of a summarized
version of the result of that reasoning, not the reasoning process itself. Another
consequence of this difference can be found on Figure 6.5. This figure shows
that, as expected, excerpts in the interview tended to be longer than those
extracted from the filled Model Card.

While both cases present a high variation, and the shorter passages
were of similar length, the upper ends of the distribution were larger for the
interviews. The same trend is found when we disaggregate the distribution for

each section, as found in Figure 6.6.
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Figure 6.4: Codes distribution per section and type of document
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Figure 6.5: Distribution of coded segments length.
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Distribution of coded excerpts' length in words per Section
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Figure 6.6: Distribution of coded segments length per section.
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6.5
Code Occurrence and Frequency

In this section, we explore the coded excerpts themselves, the codes frequency,
how they varied between each of our coded documents and among participants.
Initially, we go through the frequency of codes, further constructing the
analysis by breaking the frequency down by type of document, and among
participants. Finally, we investigate the co-occurrence between codes, to try to
understand how they were related in our data.

We simplified our codes for the plots in this section to better visualize
them, while fitting them to the appropriate page size. All codes can be found
in their original text in Appendix A.1. In our analysis, the numbers inside
parentheses indicate the corresponding code fragment in Appendix A.

Fig 6.7 displays the frequency of each of the codes throughout our data.

Number of excerpts for each code
system's autonomy - decrease [
undesired consequences I
ethical development I
guiding values I
diagnosis - justice NG
unethical development I
impacted individuals I
responsibility for artifact NG
agency to artifact I
framing - justice NG
framing - non-maleficence GG
scaffolding - justice NG
framing - beneficence NN
scaffolding [INEG_—_
system's autonomy - increase [N
diagnosis - autonomy I
diagnosis - non-maleficence [N
diagnosis - beneficence Il
scaffolding - autonomy [l
scaffolding - non-maleficence [l
framing - autonomy [

0 2 4 6 8 10 12 14 16 18

Figure 6.7: Number of excerpts associated to each code.

Our most frequent code was “System’s Autonomy - decrease”, which
constituted instances of participants declared they believed the autonomy of
their artifact should be limited over the relevant decision-making process. One
example of these statements was made by Participant 1, and registered in
his Model Card: he had previously stated that he envisioned the final grade
attributed to candidates in the education scenario should be an aggregation
of scores for different attributes: “At a second moment, the grades would be
issued and a committee would make-a-manual-attribution® calculate the final
grade”, the original text can be found in line 14 of Appendix A.1.

5Tn our analysis, we format in strikethrough text fragments that the participant inserted
and later erased.
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Other excerpts were even more explicit over this issue, stating that
the output of the artifact should not be used without user supervision. For
instance, Participant 3 stated “The model will aid the decision-making process
of the [financial] institutions offering a value related to the risk of each client,
the model should not decide whether the loan will happen or not.” (49). On
the same note, Participant 4 stated multiple times that “[t]he result of the
selection should not depend solely on the grade given by the model” (65, 69,
71, and 72).

Another common theme of remark throughout our data were the “Ethics
of Development Process” codes, related to the ethical nature of certain choices
and actions made during the development process. On this issue, there was
a large number of coded excerpts for both the ethicality and unethicality of
aspects they identified.

Regarding ethical choices, Participant 8 declared “OK, I think that I
should ensure that the data is well distributed to, for instance, characteristics
like social class. In order to, for example, not benefit a group more than
other” (155). On the other hand, he also recognized the negative effects
of using some characteristics, affirming “These[social class, race and sex]
are information I should be careful because I could be reinforcing existing
prejudices that already exist.”

Figure 6.8 shows the count of each code, differentiating between codes in
the Tools and Interviews. Figure 6.9 complements this picture by displaying
the difference in the number of excerpts for each code between the Interviews
and the Model Cards documents.

Number of excerpts for each code tool vs interview

system's autonomy - decrease
) S type
framing - justice
ethical development tool
framing - non-maleficence . interview

undesired consequences

diagnosis - justice

unethical development

responsibility for artifact

impacted individuals

agency to artifact

guiding values

framing - beneficence m——
scaffolding - autonomy s

scaffolding  s——

scaffolding - justice

system's autonomy - increase mmm—

diagnosis - autonomy s

diagnosis - non-maleficence

scaffolding - non-maleficence

diagnosis - beneficence

framing - autonoMy  —

0 2 4 6 8 10 12 14

Figure 6.8: Number of excerpts for each code in tools and interviews.
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Difference in number of codes from interview to tool
agency to artifact e
diagnosis - autonomy
diagnosis - beneficence [
diagnosis - justice |
diagnosis - non-maleficence
ethical development |
framing - autonomy I
framing - beneficence I
framing - justice I
framing - non-maleficence I
guiding values ]
impacted individuals |
responsibility for artifact |
scaffolding I
scaffolding - autonomy I
scaffolding - justice I
scaffolding - non-maleficence I
system's autonomy - decrease I
system's autonomy - increase
undesired consequences ]
unethical development |

Figure 6.9: Difference in number of excerpts from interview to tool for each
code.

By looking at both images, we can start to notice some interesting pat-
terns regarding how the codes were identified in the data, and what partici-
pants said and wrote during our study. Specifically, the fact that while “Ethics
of Development Process - Unethical Development” and “Impacted Individu-

2

als” were among the most frequent codes in our dataset, their occurrences
were completely limited to the interviews, hence also presenting the highest
difference in frequency from interviews to the tool.

This suggests that, while participants opted to delve into these issues
in their own reflection upon the scenario, they seem to not have found the
Model Card a suitable vehicle for documenting them, and did not include
topics related to them on the final document. This is especially interesting
considering all participants, when asked at the end of the interview, answered
they did not exclude from the documents any information they believed was
relevant for not fitting the Model Card structure, indicating the exclusion was
a choice made by participants based on what they found relevant to record.

Another example of the “Unethical Development” code which was not
transferred to the Model Card document was given by Participant 2: “Hold
on, profession is important. Profession, education level. Then I can be a little
unethical and ask for the address. I will already raise this ethical issue here.
[ am going to include it there: address” (28). Later in the Model Card, the
participant raised the possibility of the artifact using an occasional relation
between the address and income of the loan requester to deny future clients.
However, we applied codes that focus on the participant identifying ethical

problems to these segments, since they do not highlight the ethicality of the
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development choice of opting to use this information, as was explicitly done in
the interview.

This behavior also happened with Participant 3, which made the follow-
ing statement during the interview regarding the inclusion of age in the artifact
input: “When I was in this part here [Quantitative Analysis| I removed it, be-
cause I saw that it was not something... fair.” (60). Despite this realization
during the interview, and the reflection guided by the Model Card, the partic-
ipant did not explicitly mention any problem related to the use of this feature,
which was actually left among the variables of the dataset in the Model Card.

The fact that no instance of “Impacted Individuals” was identified in the
tools themselves is also interesting, since it may indicate that the resulting
Model Cards did not highlight groups of individuals that could be impacted
by the artifact being developed, although they were identified during the
reflection process. Some of these comments were made during our questions,
answering our inquiries about individuals and stakeholders that could benefit
and be impacted by the Model Card. Participant 3 made a comment about
the scenarios and how they felt similar to him due to the individuals that are
directly affected by the artifact: “I would say that both scenarios are sensitive,
you know, due to having to evaluate issues related to people. So... they are
similar in that regard.” (64).

However, other excerpts were also expressed during the use of the Model
Card, although not registered into them. Participant 6 made two remarks that
included other actors that could be affected by the use of his artifact. These
were: “maybe family members that have a bad financial history and this end
up... influencing the answer of the system to that person” (108) and “[ijmagine
that a client has a, perhaps their parents have a bad financial history, but as
he is just entering the market now, the thing is being used by his parents in
order to receive the loan, do you understand?” (109).

Another code that presented the same pattern was “Undesired Conse-
quences”, which only occurred twice in the Model Cards despite having an
overall frequency of 16. This code was used to establish excerpts where par-
ticipants identified possible consequences of their system that they considered
undesirable, regardless of the reason.

One instance of this code can be found in passage 16 by Participant 1,
which was also reflected in his tool: “Other information not mapped may be...
may be inferred, it is necessary (typing into Model Card). I am not being
able to explain this very well, but I mean that this dataset, imagining it had
the candidate achievements, their publications, hence other information may

be inferred. For instance, where he publishes, which are the main vehicles in
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which he publishes, from there if I take some other information that may be
used to profile this user, identify his interests and preferences. That may not be
necessary for this selection, but it could be something... it is a possible product
looking at this data, therefore [inaudible| certain care”. The equivalent excerpt
in his Model Card, found on Index 5 and 6 , received the code of “Framing based
on the maleficence principle”, since he framed that remark around not causing
damage by misuse of the collected data, and “Undesired Consequences”.

On the other hand, Participant 8 identified a possible consequence of
including certain information into his model in the interview, which was not
reflected into his final document. Reflecting over possible discriminatory results
he stated: I cannot use race, for example, as input, but... it may impact in
a more indirect way which is that someone that comes from a lower social
class had more issues during his education, because he may need to work for
example, and had lower grades. It is not direct, but it is more indirect.” (146).
The fact this type of reflection was not transferred to the Model Card in most
cases suggest our participants did not find it suitable to include it while using
the tool.

We can see in Figure 6.10 the number of occurrences of each code per

participant in our study.

Number of each code occurrence per participant 5

agency to artifact 2 1 1
diagnosis - autonomy 1 1
diagnosis - beneficence 1
diagnosis - justice = 2 3 2 2 2 2
diagnosis - non-maleficence 1 1 o
ethical development 1 1 Bl 0 1
framing - autonomy 1
framing - beneficence 1 1
framing - justice 1 11 4
framing - non-maleficence 2 1 3 1
guiding values 2. 1 Bl 2 1
impacted individuals 1 1 1 1 [ 2
responsibility for artifact 1 1 2 2 3 -3
scaffolding 1 1
scaffolding - autonomy 1
scaffolding - justice 1 2 1 1
scaffolding - non-maleficence 1 -2
system's autonomy - decrease 2" "IN ' B [ 4 ]
system's autonomy - increase 2
undesired consequences 2 3 2 2 1 1
unethical development 1+ | 2 ¢ 1 1

1 2 3 4 5 6 7 8

Figure 6.10: Number of occurrences of each code per participant.

The information regarding the code “System’s Autonomy - decrease”

shows that it was not only a frequent code throughout the study, but that it
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was also a recurring theme across participants, being present in all of them
except for Participant 7. The remaining ones made comments very similar to
the one cited from Participant 4, stating that the artifact output should not
have the final say over the decision making process. For instance, Participant 6
left the following recommendation at the relevant section: “Do not take the
model as the only resource to approve or deny a loan. The model could be
used to assist on the decision of an employee.” (102).

On the flip side, the opposite code (“System’s Autonomy - increase”) was
only used by Participant 5, who was the sole participant to establish conditions
in order to increase the role taken by the artifact in the decision making process.
This can be seen in excerpt 96: “Let’s say that during the following two years we
will make a mixed admission process. We will take the model’s output and the
opinion of the evaluators, and check whether it is OK. If it is OK, perhaps in the
following year we can use only the model. It is something in that sense.”. Despite
this, he also expressed his general thoughts on limiting the autonomy of the
artifact “I am always a bit uneasy to make something completely autonomous,
completely automated” (94). It seems that this participant understood that
it was desired of him, in the presented scenario, to create a fully automated
systems, which he registered was against his own personal beliefs.

Another notable aspect is that, excluding Participant 2, all remaining
participants had excerpts tagged with “Ethical Development”, meaning we
identified they were analyzing the ethical nature of an aspect of the develop-
ment process. However, these codes were much more frequent for Participants 1
and 8, which might indicate they were especially aware of possible consequences
of their choices. This is further supported by the fact that both of them also
had high frequency of other codes, such as “System’s Autonomy - Decrease”.

Participant 1 also had a notable frequency of “Framing based on element
of ethical framework - non maleficence”, also related to reflecting on possible
damages that arise from the use of the artifact under development. On the
other hand, Participant 8 had a high count of excerpts identified as “Guiding
Values”, and putting these values as explicit may have also highlighted the
option to incorporate ethical decisions into the development. One instance
of this code was excerpt 149: “Here I believe that as I am considering it as
a public university [the institution in the admission scenario], in my view I
should give more opportunities for those, for example, do not have financial
means to get higher education, to pay for a private university. Thus, I believe
that this should be a metric. I'll think about how I can write this.”

Connecting the codes to each of the Bioethical Principles, we can see

that some of them were present in a wide array of participants, while others
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were restricted to a few individuals. For instance, codes directly related to
justice were present for all participants, while codes related to autonomy were
used by all except for Participant 7. Conversely, codes based on the non-
maleficence principle were only present for Participants 1, 3, 6, and 8, and
based on the beneficence principle in Participants 3, 4, and 6, while also having
lower absolute frequency, as shown in Figure 6.7.

Figure 6.11 further breaks the information down between each partici-
pants’ Model Card and Interview. One surprising fact is that Participant 7 had
no coded texts in his Model Card, only in the Interview. This suggests that
this session was exceptional in a way. One characteristic from this interview,
which corroborates its peculiarity, was the choice made by the participant to
define its scenario towards corporations, and not individuals, and might have
deviated the reflection from the one had by other participants. This was shown
in excerpt 127, coded as “Impacted Individuals”: “It was... an option, I sup-
pose, I flipped a coin. It could be a model for individual or corporations. Then
I chose in the scenario to be focused on corporations.”.

Another relevant fact we can notice from this figure, further discussed
in Section 7.1, is that some codes occur in interviews but not in the Model
Cards. This is especially noticeable in the contrast of ethical development,
which appears in the Model Cards, and Unethical Development, which does

not.

Code frequency per participant Interview X Tool

agency to artifact 2 1 1
diagnosis - autonomy 1

diagnosis - beneficence 1
diagnosis - justice 2 2 1 2 1 1 1| 1

diagnosis - non-maleficence 1
ethical development | 3 1 1 1 1 1 3 1 1

framing - autonomy 1
framing - beneficence 1 1
framing - justice 3 1 1
framing - non-maleficence 1 1 2 1 1 1
guiding values 2 1
impacted individuals 1
responsibility for artifact 1
scaffolding
scaffolding - autonomy
scaffolding - justice 1 1 1 1 1
scaffolding - non-maleficence 1 -2
system's autonomy - decrease | 3 1 2 1 2 3 1] 91979 1 1
system's autonomy - increase 1 1
undesired consequences 1 2 2| 2 7] ¢ 7] €
unethical development ' [l 2 1

1 2 3 4 5 6 7 8 12 3 4 5 6 7 8
Interview Tool
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Figure 6.11: Number of occurrences of each code per coded document.

We can now shift our focus to the co-occurrence between codes. To look at

6This includes excerpts identified as related to the system’s autonomy, since the more
common option to restrict it implies the preservation of the autonomy of humans involved
in the process.
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this information, we generated the heatmap in Figure 6.12. The figure displays
the number of documents in our study in which each pair of codes occurred
within the same section. Using this information we can look for relations
between codes that might have been shared between different participants.

Similar plots for each individual participant can be found in Appendix B

Number of participants with code co-ocurrence
in the same section
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Figure 6.12: Number of sections for different documents with co-occurrences
of each pair of codes in the same section.

Moreover, we conducted an analysis considering each code as a token.
Afterwards, we generated bigrams of codes that occurred in the same document
(both the Model Card and Interview for each participant). When we had two
codes that started at the same place in the text, we opted to generate a bigram
of both codes with the previous and following one.

To avoid counting as bigrams codes that were largely separated in the
text, we analyzed the distribution of the distance between each pair of codes.
We then calculated the median distance, and discarded all pair of codes that
were not within that distance in tokens. Figure 6.13 shows the resulting data

for all pairs that occurred more than once. It is important to note that the
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order the codes were found is relevant, therefore we can see the same pair with
different orders in the plot.

An interesting observation is the common presence of “Diagnosis of
Element of Ethical Framework - Justice” among the pairs of the most frequent
co-occurring codes. This may be explained in part by its high frequency —it was
the fifth most common code in our dataset—, and its use by six participants.
However, other codes that were even more frequent are not as dominant on
this co-occurrence metric. We were unable to come up with an explanation for

this behavior.

Number of occurrences of each pair of codes in sequence

ethical development
framing - non-maleficence

unethical development
diagnosis - justice

agency to artifact
unethical development

scaffolding - justice
guiding values

framing - non-maleficence
undesired consequences

system's autonomy - decrease
system's autonomy - decrease

guiding values
guiding values

agency to artifact
agency to artifact

diagnosis - justice
undesired consequences
diagnosis - justice
agency to artifact

system's autonomy - decrease
guiding values

framing - justice
undesired consequences

ethical development
unethical development

o
N
N
w
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Figure 6.13: Frequency of each code bigram.

The most common pair of codes to co-occur for both analysis were “Diag-
nosis of Element of Ethical Framework - Justice” and “Ethics of Development
Process - unethical development”, which occurred with five participants, a very
high rate considering these codes were present for six and five participants, re-
spectively. This means that in all participants we identified an instance of the
Unethical Development code, one of its occurrences was in the same section of
an instance of the Diagnosis - Justice code.

The pairing of these codes suggested to us that participants were relating
identified characteristics of development they considered unethical, and basing
this analysis on the diagnostic of the presence an an issue they identified as a
problem of justice.

Participant 2 offers a good example of this, where the relation was

actually even stronger, and we coded each of two different excerpts from his
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interview with both of these codes. These were the passages: “if [the company]
is going to maximize its profit, it will leave people with lower education level
excluded, because they know they would have more losses. And, overall, the
people with lower level of education are more modest. Thus, it ends that these
more modest group of people is gonna stay without credit, if compared with
people with more money. It is an ethical discussion.” (37/38) and “Well... with
basis on the address there is this issue... [writing] ‘there is a chance the model,
when using the address as a training point, will have the tendency [to present
discriminatory patterns|”’ (41/42).

Another instance of this relation was Participant 3’s already quoted
comment regarding the removal of age as a feature, coded as “Unethical
Development”. That comment was immediately followed by him diagnosing
it as potentially causing discrimination, a problem of justice, in excerpt 61:
“Exactly. Thus, i think it could lead to a certain... in way, like it or not, maybe
for the companies it may mean something, but I am not certain it would be
something that would not discriminate”.

The pair “Ethics of Development Process - ethical development” and
“Framing Based on Element of Ethical Framework - non-maleficence” occurred
in the same section for four participants. Here, we can interpret this as
participants opting to take actions in the development process they view as
ethical, with the goal of avoiding harmful results. This is further supported by
the order they commonly occurred together, with the framing based on the non-
maleficence principle following the development code, as seen in Figure 6.13.

We can see this in the Ethical Consideration section of Participant 1’s
Model Card, excerpts 4 and 5. The participant first stated that “There is no
data that allows the direct identification of characteristics such as gender, race,
religion, income, address or any other information that is not related to the
candidates’ achievements.”. However, despite the effort to avoid identification,
he states that some things might still be inferred: “The origin of the candidate
(state or city) may be inferred based on the information available. Other
[information| not gathered may be inferred, beware the undue use of this
dataset.”

Participant 8 had a similar train of thought, also reflecting about the
dataset resulting from the development of his artifact. This can be seen in
the comment “OK, I think T have to ensure the data is well distributed
for characteristics such as social class. In order to, for example, not unduly
benefit a group more than other.” (154), then followed by “I believe I also
need to ensure an anonymization of the data, for issues like data leaks, or for

example to keep information like academic history and family income from
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individuals.” (154). Although the cited excerpts form the pair of codes under
discussion, we can also see within each of them this rationale, where they
identify a development action they consider necessary, and frame this decision
around avoiding negative results.

Another result we found is that six of the pairs seen in Figure 6.13
are repetitions of the same code. Both the codes “Diagnosis of Element of
Ethical Framework - Justice” and “Ethics of Development Process - unethical

2

development” also appear doubled, in addition to comprising one the most
common pairs. We hypothesize two possible explanations for the presence
of these repeated pairs: either that participants were further elaborating on
the topics or they could just be repeating themselves, rephrasing previous
statements.

To understand what happened, we looked for each of the instances where
this occurred. In the case of the “System’s Autonomy - decrease”; it seems
that these instances were indeed participants repeating and rephrasing their
statements. For Participant 6, in excerpts 124 and 125, he first stated “It would
be a caveat not to take the model as the only resource to approve or not the
loan, right. In the scenario, hold on (changing written text). The model would
not be used as the only resource to approve or not the loan, it would be used to
facilitate the decision making of an employee.” The following coded comment
has the participant restating the role he envisioned for the model as a tool to be
used by a company’s representative, after being prompted by the interviewer.

However, Participant 8 had a sequence of remarks on the same topic
where he was advancing his reflection further. He started this final comments
by stating in excerpt 160, “I believe a possible recommendation is... I think I
should have some step, some way to monitor this cases, or even, for instance,
maybe go through a manual monitoring by someone.”, which was then followed
up by “I recommend a manual revision, monitoring, evaluation... to have
a phase to calibrate and adjust of the parameters/model. [...]”. Despite not
being captured in this analysis due to the distance between the excerpts, the
participant had another comment that elaborated on this issue and how he saw
it, which also received the same code. He then stated “The idea here is for it
[the model| to decide autonomously if the candidate should be accepted in the
university or not. But perhaps there should be a step in which, for example,
I can ask for a revision of my case, something in that sense, or to go through
a manual evaluation, to have someone look at my data, check if there was no
mistake, something like that.”

This was also the case for the duplicated “Guiding Values” code. In the
Model Card’s Ethical Considerations made by Participant 3, he first stated in


DBD
PUC-Rio - Certificação Digital Nº 1912712/CA


PUC-Rio- CertificagaoDigital N° 1912712/CA

Chapter 6. Results 61

excerpt 50: “The model will treat all clients equally, taking into account only
economic factors.”. He then also included another point saying ““The model
should not be used in a discriminatory manner.”, which reinforces his previous
point about maintaining the justice of the process.

A curious pair of codes that occurred twice, and in the same section, as
seen in Figure 6.12; is that of “Ethical Development” followed by “Unethical
Development”. The fact there were two instances where they followed each
other indicates a stronger relation in how participants reflected upon the
subject. By looking at the passages, we found that these instances actually
indicated participants elaborating more on their views and the choices they
made for the artifact, unlike for repeated codes.

In the case of Participant 1, this pair was followed by a third passage,
coded as “Ethical Development”. In the first one (excerpt 12), he was reflecting
on how he could conduct the development and evaluate the model without
being discriminatory in his own view “Grades of groups of candidate by
gender. How can you be sure that there is no segregation happening, without
segregating. Because every time I divide a group of candidates by gender, in a
way or another I am segregating. Because another factor here would be gender,
color”. Then, he notices that using some of the information he just suggested
was not correct: “Race is something that varies a lot, I just think... well, I
am not sure that asking for this information about race is right.”. Finally, he
goes back to building his process based on his previous reflection of what he
considered correct “But... (writing) would verify. Well but race is not a variable
that I would add, I think this is already a first step. Well, race, age perhaps...
No, but in academia more experience, the person is older, thus it does not
make much sense.”.

The other pair of these codes found in our data was further explaining
Participant 4’s thought process, and what he decided to include in the “Ethical
Considerations” section. First, he identified in excerpt 77 a rift between what
he believed would be ethical to do, and what he interpreted from the scenario:
“When I read the scenario, as I said, I considered this previous achievements,
which the model do not take into consideration, at least the people that asked
me, from the university, did not take into account this social history. Then, in
the ethical considerations I am saying that the model that I was requested do
not take these considerations, but I as a developer wanted to take these into
account, and explained the reasoning.”

He then proceeded elaborating what his artifact does take into account:
“Here, I included a kind of obvious consideration, that the model may not

reflect the present state of the student. I can be a horrible student during
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3 years of high school, make a fantastic admission exam e get into the best
university there is. Then, my current state is of a good student, but in the
past that was not the case. The model will always consider cases from the
past, right and... it is bad to extrapolate that, slaying that if the candidate
has a bad grade, to say he is a bad student at the moment. The best I can do
is saying that he was a bad student in the past.” (78).

This sets the picture of our interpretation of the data collected during
our study regarding ethical reflection in our study. With this groundwork, in
the next chapter we relate it to more general issues in the literature, and what
we can use to improve the ethical reflection of developers during the design of

Al systems.
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Discussion

This chapter discusses possible implications of the findings of our study.
Specifically, we consider how these relate to previous findings in the literature
for communicating the meaning of Al systems, for the use of the Model Card
as an epistemic tool for Al systems, and for future research that should be

made to develop more ethical use of Machine Learning.

7.1
Ethical Development and codes registered into Model Card

One initial general finding regarding the codes in our study is that we
identified a very high frequency of remarks concerned with the ethicality of the
development process among participants, both from the perspective of ethical
and unethical actions. However, these were not equally distributed across our
data, with some participants concentrating most of the passages for each of
these codes.

Participants 1 and 8 presented especially high frequency of excerpts
related to “Ethical Development”, in addition to also including high frequency
of other codes, such as “System’s Autonomy - Decrease” for both of them, and
“Guiding Values” in the case of Participant 8. On the other hand, Participant 2
presented an unique case in other ways. His data contained half of our excerpts
related to “Unethical Development”. It also contained most of the passages we
identified as attributing agency to the artifact.

Looking at their answers to our background questions, we found an
interesting common trait between these participants. Participants 1, 2, 4 and 8
all had recently taken courses related to semiotic engineering in their graduate
studies, over the the previous years. These courses have included in their topics
issues like the ones discussed in this work, such as Mitchell et al. (2019) and
explanations for Al systems, and even an early draft of Barbosa et al. (2021).
It is expected these participants would have more reflections aligned with our
background research, due to their previous exposure to them and engagement
in discussing them.

Another fact we found that distinguishes these participants, was that

while some of these codes tended to be recorded on the Model Card created
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during the interviews, others were not. Especially when we consider that there
were no passages regarding “Unethical Development” in the Model Cards,
while 3 participants included its “Ethical Development” counterpart.

This indicates that, while participants recorded the development deci-
sions they identified as being ethical, decisions they identified as being unethi-
cal were not recorded. Even if these decisions were not included in the system,
after being identified by participants as leading to negative results, their ac-
knowledgment is important, since communicating them to other developers,
and potential users of the system, could allow them to avoid opting into these
same decisions and their consequences.

Moreover, these are important when we consider our goal of improving
the transparency and accountability of Al systems. For the first, disclosing
options considered by the developers, and discarded for being considered
unethical, reveals important information about the development and design
process and allows other stakeholders to be aware of and also take these
considerations into account in their own decisions.

On the accountability topic, we turn back to the definitions given in
Section 2.3. Considering the Model Card can be a tool to increase the
accountability of Al systems, either inside the organization using/developing
it, or to outside stakeholders, it is relevant to document these decisions, so we
can account not only for actual consequences of the system, but also for others
that were identified and avoided by developers, or what they considered that
ought to have been avoided but might be the consequence of other stakeholders’
use of the system they developed.

Furthermore, disclosing and communicating this information is desirable
and can be a way to expand knowledge about AI systems; it contributes to
increasing transparency over the development process and designers’ decisions.
Recognizing what development options should actively be avoided, due to
their unethical nature or negative results, is as important as acknowledging
what scenarios were envisioned by designers. One such example, mentioned in
Section 6.5, is the decision to not use certain variables as part of the model, or
that under certain conditions the model violates certain definitions of fairness.

One explanation for this phenomenon may lie in how we teach and
promote the design of software systems. One example of this can be found in the
Human AI HAX Tool-Kit, made by Microsoft,! which includes the Human-AI
Interaction guidelines. These are declared to be a set of tools to create systems

involving human and AI “with people in mind from the beginning”.

Thttps: //www.microsoft.com /en-us/haxtoolkit /
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Focusing on the guidelines, all steps include recommendations over what
designers should do, and no focus on what should not be done or should be
avoided. Starting by their proposed order, both initial steps advise on the
communication of what the system can do, and how it performs at these tasks.
However, there is no comment on what we know the system cannot do, or in
what tasks we have found the system should not be used.

The same applies to the section dedicated to when the system is wrong.
These include recommendations regarding facilitating the dismissal and cor-
rection of undesired behaviors of the system, but include none regarding the
communication of cases where the Al system is known to produce undesirable
results, or the mistake would be an expected behavior. This general trend may
represent a culture of the area, where we give a lot of attention to positive
actions, and not enough to negative or what should we should refrain from
doing.

This view is also supported by the fact that, when asked, none of the
interviewees expressed they wanted to include any issues or topic they had
reflected but not already included in the Model Card, nor that they included
something that they deemed as not being appropriate to the tool. In fact,
Participants 4 and 6 expressed they believed there should be more space for
technical aspects of the artifact they were developing, while Participant 8
stated he thought there could be more space for aspects of the design, such
as how the model will be used. On the other hand, Participant 7 expressed he
felt compelled to include more topics than he would initially think about.

What we observed was that, even if the Model Card is fit for these
negative considerations, our participants decided to not include them. The
disclosure of these scenarios is especially relevant when we consider the
challenge of model reuse, raised by Brandao et al. (2019, p. 24) and other
related work (Hutchinson et al., 2021): such reuse may ignore the social
meaning and consequences of the model in use if we do not carry these findings
from the model that is being transferred to another scenario.

This contrast is not exclusive of development discussions, and is a
common issue in academic publications across a diversity of disciplines, for
example, where there is a strong publication bias towards studies that find
positive results, thus also biasing what becomes public information. However,
with the goal of increasing our knowledge of any area, it is also important to
understand and acknowledge what does not work, so we can build upon this
and also invest in studies according to previous data points from both sides.

This result is also an indication of the insufficiency of only adhering to

guidelines or checklists for considering ethical issues. This is supported by the
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view of ethics not only as a procedure, with a list of formalities or checks
that ought to be made, but as a continuous reflective process about actions
and choices being taken. In other words, ethical concerns should go beyond
a merely prescriptive list of actions and results to be achieved or avoided.
Guillemin and Gillam (2004) discusses the relevance of these process in the
research setting, which we believe highlights the relevance of reflection also in
the development setting.

This reflective process is better served through the use of tools that
question and stimulate developers to reflect on the system they are developing,
and on their choices. This view accentuates the importance of investigating how
developers make use of tools like the Model Card, as well as other tools cited
in Chapter 3.

7.2
Limitation of Al Autonomy

Another finding of our study was that the absolute majority of participants
expressed views on limiting the autonomy of the artifact under development.
Even Participant 5, the only one to comment on conditions to increase the
autonomy of the system, expressed his distrust over allowing an Al system to
act with complete autonomy.

The following quote by Participant 2 expresses well what we found to be
the general sentiment of our participants regarding the autonomy of the artifact
they were developing: “Caveats and Recommendations regarding possible uses
of the model... Have a person to evaluate, do not trust a computer. [...]” (47).
This is an interesting contrast to the reaction of participants in Brandao et al.
(2019), who initially expressed a high degree of trust in the artifact they were
developing in the scenario presented, in the MNIST dataset they were supposed
to use, and the evaluation metrics they had to evaluate the performance of their
model.

The sentiment expressed by participants in our study is more aligned
to what was seen in the study after the researchers explicitly prompted the
possible impact, and social context for the system, in a second interview. At
this phase, participants started recognizing the social aspect of the algorithm
they were supposed to develop: how the decision process could be interpreted,
how it could impact society, and how they ought to communicate with affected
individuals.

This is a significant difference between the two findings. While partici-
pants in Brandao et al. (2019) initially expressed their trust in the artifact they

were developing, and its role in the decision-making process, participants in
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our study opted to preserve the autonomy of the individuals, aligned with the
bioethical principle of autonomy, usually also expressing some concern about
unfair results. We believe this may be caused by two different factors. The first
one is the possibility that the use of the tool, and our initial questions, already
shifted their focus to these issues, making ethical considerations more salient
to them, even if not explicitly indicated by us during the scenario.

The second one is the difference in participants’ background between both
studies. While the interviewees in Brandao et al. (2019) were part of a research
center in a company, participants in our study were graduate students in a
department that has been offering courses that cover these issues. Moreover,
only one of their participants acknowledged algorithmic bias, or other related
issues, as a topic of study, whereas half of our eight participants had engaged

with research on these topics previously, as mentioned in Section 7.1.

7.3
Third Person and Artifact Mediation

In addition to expressing their view that the autonomy of the artifact they were
developing should be limited, in many cases participants expressed this should
be done by having another person validate decisions. This person, encumbered
with supervising the AI system’s output, would therefore be responsible for
the final result of the decision process.

We have this finding in common to what was observed by Brandao et al.
(2019) at the second stage of their interview. After analyzing what was said
in all steps of their interview, they stated “[w]e see that participants said they
would rely on team members, project managers, or someone to help them deal
with social meaning considerations that necessarily arise when developing DL-
based technology for applications like BackSys”. This was the second mediation
challenge identified in their research.

This can also be observed, for instance, in Participant 2’s quoted com-
ment above, or in Participant 8’s excerpt 160, when he said the system should
include a way to “[...] go through someone’s manual monitoring.”. We can in-
terpret this as participants transferring part of the responsibility for the result
of the system created. Despite being the ones responsible for its development,
seven of our participants had at least a comment in this regard.

Another aspect of this relation was the fact that we found a lot of
sentences structured around the first person in the interviews, which highlights
the role of the designer in shaping the artifact in the scenario. However, there
was only one instance participants expressed themselves this way in the Model

Card itself: in the “Intended Uses” section Participant 1 wrote: “I receive the
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previous achievements from a candidate, split it into three dimensions, for each
achievement I attribute a score (based on the knowledge extracted from the
model)|...]".

In other instances, the text was written either using the passive voice,
or with the model as the subject. For instance, Participant 3 wrote into his
“Ethical Considerations”, in excerpt 50: “The model will treat all clients
equally, considering only economic factors.”. Participant 8 wrote in “Caveat
and Recomendations”, excerpt 143: “It is recommended to have a step for
manual revision/monitoring/evaluation”.

We did not instruct participants to write their considerations in the
Model Card in any specific way, since none was specified by Mitchell et al.
(2019). We informed them it consisted of a document with the goal of
documenting the AI model developed. However, the fact that there was no
use of first person —even for participants who made the first interview with the
Extended Metacommunication Template (EMT), which explicitly requires the
use of the first person —is a bit surprising.?

Moreover, it is desirable that the tools offered contribute to the goal of
highlighting ethical relations and consequences that arise from the Al system
under development. One of the virtues of the first person structure is exactly
that it emphasizes both the role played by developers through the system (first
person), and also the user of the system (second person).

Another downside of the results we identified in the model card is
that this language de-personifies users and other individuals affected by the
algorithm. An evidence of this is the fact that, despite the high frequency of
the code of “Impacted Individuals” in our overall data, it only occurred once
in the Model Cards. Thus, despite being a common thread in the interviews,

it was rarely transposed to the documents with the same focus.

2Due to how we structured interviews, participants 3, 4, 7 and 8 had their first interview
using the EMT and the second one using the Model Card. This is discussed in Chapter 4.
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Conclusion and Future Work

In this dissertation, we conducted a qualitative analysis of the data col-
lected through an interview-based study with eight participants. We included
in our study two tools proposed by the literature to aid on the development
of Machine Learning models: the Model Card and Extended Metacommuni-
cation Template. We have presented our results related to participants use
of the Model Card, and focus on their ethical reflection and how that was
documented.

Our research contributes to increasing the transparency of ML models
through the improvement of documentation about the development process
and the models themselves. This can be done through internal changes to
the development process, by aiding and informing the ethical reasoning the
responsible team, and /or externally, by making relevant information public to
other stakeholders.

Our work is a first step that can be used to lead to a series of broader
studies into the ethical side of the development of Artificial Intelligence sys-
tems. We intended to understand how Model Cards contribute to developers’
ethical reasoning, and what ethical issues it helps identify.

One of our main findings was a contrast between what our participants
opted to include and not include in the Model Card. We found that, while
participants evaluated whether certain decisions they took during the devel-
opment was ethical or not, they would only reflect that decision in the Model
Card when they considered it ethical.

We believe this contrast is related to a general culture where we focus
on what our systems should do, or how it should be used, but usually not
on what should not be done or scenarios where we believe our system should
not be used. However, both types of information are equally desirable to be
recorded, with the goal of expanding our knowledge about Al systems and
promoting a fairer use of such systems, including the reuse and repurposing of
these algorithms, as identified by Brandao et al. (2019, p.24).

Furthermore, we found evidence that reinforces the relevance of algorithm
mediation, as pointed by Brandao et al. (2019). While participants in our

study were aware of the potential impact and meaning their artifact could
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have, they also appealed to a third person to mediate their system. This was
especially the case when they expressed the model they were building should
not have autonomy over the decision process, and that a third person should
be responsible for validating or checking the output.

While our methodology does not allow us to determine what causes this
difference, we identified three factors that may have influenced this finding.
The first is the background of some participants, and familiarity with some of
the research cited in this work. The second is that our initial questions and
summary of the bioethical principles (even in their original context) may have
directed participants questions to these issues. Finally, the Model Card itself,
asking for potential ethical issues related to the system, may play a part in
this contrast.

Future work should focus on analyzing the remaining data we collected,
and identifying the similarities and differences in ethical reflection motivated
by the Model Cards and the Extended Metacommunication Template, i.e.,
whether and to what extent our findings are reproduced in an analysis of the
use of the Extended Metacommunication Template. Another relevant inquiry is
how different stakeholders may interact with each of these tools, and whether
they can attribute relevant meaning to the information included in each of

them, especially those without a technical background.
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Coded Excerpts

1

source
P1 - MC
Doc

P1 - MC
Doc

P1-MC

Doc

P1 - MC
Doc

P1 - MC
Doc

P1 - MC
Doc

Table A.1: Final set of coded excerpts information.

text

O candidato teria trés notas, uma para cada
dimensao (publicagoes académicas, histérico
profissional e formagdo académica) e a nota
final seria uma média ponderada das trés, em
que o peso seria um valor indicado pelo
comité de selecao — imagino que o fator
académico seja mais relevante que o
profissional.

em que o peso seria um valor indicado pelo

comité de selecao

O objetivo dessas métricas seria identificar
possiveis indicativos de bias no

comportamento do sistema.

Nao ha uso de dados que permitam a
identificagao direta de caracteristicas como,
género, cor da pele, religiao, renda, enderego
ou qualquer outra informagao que nao esteja
relacionada as realizacoes do candidato.

O fator origem do candidato (de qual estado
ou cidade) poder4 ser inferida com base nas
informacoes disponibilizadas. Outras nao
informagoes ndo mapeadas poderao ser
inferidas, é necessario estar atento ao uso
indevido deste dataset.

O fator origem do candidato (de qual estado
ou cidade) poderd ser inferida com base nas
informacoes disponibilizadas. Outras nao
informagoes nao mapeadas poderao ser
inferidas, é necessério estar atento ao uso

indevido deste dataset.

section
detalhes do

modelo

detalhes do

modelo

metricas

consideracoes

eticas

consideracoes

eticas

consideracoes

eticas

code
other

system’s
autonomy -
decrease

framing based on
element of ethical
framework -
justice

ethics of
development
process - ethical

development

framing based on
element of ethical
framework -

non-maleficence

undesired

consequences


DBD
PUC-Rio - Certificação Digital Nº 1912712/CA


PUC-Rio- CertificagaoDigital N° 1912712/CA

Appendix A. Coded Excerpts

10

11

12

13

14

P1 -
Model
Card

P1 -
Model
Card

P1 -
Model
Card

P1 -
Model
Card
P1 -
Model
Card

P1 -
Model
Card

P1 -
Model
Card

P1 -
Model
Card

Sendo que aqui eu tentei evitar aquelas
informacoes que possam ser... possam ajudar
na identificagdo, que possam ser consideradas
sensiveis, do tipo idade, raca, cor da pele,
essas coisas que possam depois gerar alguma
polémica. Principalmente religiao e inclusive
género.

Entendi. Entao a distribuicao de notas por...
E, uma das principais questdes quando vocé
fala da contratagao de pessoas é que existe
uma... um problema histérico que é sempre o
homem é sempre mais preterido (parece que
deveria ser preferido) que a mulher né
Entao, o problema do género quando se fala
do mercado de trabalho, ele é extremamente

forte

Ah, mas ai poderia extrapolar, por grupos de

candidatos

Notas de grupos do candidato por género.
Como é que vocé consegue ser, garantir que
nao ta tendo segregacao, sem segregar.
Porque toda vez que eu divido um grupo de
candidatos por género, de alguma forma eu
to segregando. Porque um outro fator aqui
seria por género, cor

Cor da pele é uma coisa que varia muito, s6
que eu acho... ah... nao sei se é correto pedir

essa informagao sobre a cor.

Mas é... (escrevendo) verificaria. E mas cor
nao é uma informacao que eu iria colocar,
acho que isso aqui ja é um primeiro passo.
Ah, cor, idade talvez... Nao, mas a academia
mais experiente, mais velho a pessoa é, entdao
nao faz muito sentido.

(Lendo um ponto em voz alta) Em um
segundo momento, as notas seriam emitidas e
um comité (apagado) faria a atribuigdo

manual... o calculo da nota final.

dados de

treino

metricas

metricas

metricas

metricas

metricas

metricas

dados de

avaliacao

7

ethics of
development
process - ethical

development

diagnosis of
element of ethical
framework -

justice

diagnosis of
element of ethical
framework -
justice

other

ethics of
development
process - ethical

development

ethics of
development
process -
unethical
development
ethics of
development
process - ethical

development

system’s
autonomy -

decrease
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15

16

17

18

19

P1 -
Model
Card

P1 -
Model
Card

P1 -
Model
Card

Rl -
Model
Card
P1 -
Model
Card

T4 consideracoes éticas é que nao ha dado
que permita uma identificacdo direta de
caracteristicas nao relacionadas ao candidato.
Até destacar aqui que ¢é identificagdo direta,
porque a origem do candidato, de onde ele
vem, podera ser identificada com base nas
informacoes disponibilizadas. Se ele fez
graduacao, mestrado, doutorado
provavelmente ele é daquele lugar e mora 14 a
vida toda. O que pode permitir cenarios de
xenofobia, coisas do tipo

Outras informagoes ndo mapeadas poderao
ser... poderao ser inferidas, é necessario
(digitando apenas). Ndo to conseguindo
explicar isso aqui muito bem, mas ¢é o
seguinte que esse dataset pensando la q ele
tenha as realizagoes do candidato, as
publicacoes entao outras informagéoes elas
podem ser inferidas. Por exemplo, onde é que
ele publica, quais sdo os principais canais que
ele publica, dai se eu tirar algumas outras
informacoes que podem ser utilizadas pra
perfilar esse usuario, identificar interesses e
gostos deles. Isso nao seria necessario pra
essa selecdo, mas poderia ser uma coisa.... é
um produto possivel olhando pra esses dados,
entdo (inaudivel) certo cuidado.

Teriam trés notas uma para cada dimensao,
a nota final seria uma média ponderada das 3
notas em que o peso seria um valor indicado
pelo comité de selecdo.

0 peso seria um valor indicado pelo comité de

selecao

Nessa parte das consideragoes éticas acho
que vérios fatores. E... porque assim,
primeira coisa que eu pensei foi no dataset,
como é que eu poderia construir ele. Ta a
segunda é minhas preocupacgoes é evitar
cendrios em que tenha presenca de bias e e
que haja discriminagdo ou alguma forma de

segregacao de candidatos.
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20

21

22

23

24

25

26

27

P1 -
Model
Card

P1 -
Model
Card

P2 - MC
Doc

P2 - MC
Doc

P2 - MC
Doc

P2 - MC
Doc

P2 -
Model
Card
P2 -
Model
Card

T4, um 6rgao regulador... talvez nao um
orgao regulador, talvez um... um sistema de,
alguém que fosse auditar o sistema, ela seria
impactada porque uma das coisas que eu
coloquei aqui é que o sistema nao s6 daria
nota, mas também o resultado da avaliagao
Ah pensei que ele iria... voltaria para o
comité para uma avaliagdo, com um
resultado de avaliagdo e essa avaliacao, e
provavelmente iria, ele poderia receber um...
as avaliagoes ranqueadas, do melhor avaliado
até o menos avaliado, até a menor nota. Mas
esse rank, essa avaliacdo, o ideal seria uma
tabela, uma tabela com todas as notas.

o que faz com que o modelo tenha uma
performance melhor no calculo de score para

pessoas idosas.

Assumindo que a grande maioria das pessoas
que nao honraram seus empréstimos no
dataset de treinamento foram pessoas com
baixa escolaridade, o modelo tendera a dar
baixo escores para pessoas mais pobres, visto
que esse grupo em geral possui baixa
escolaridade.

Existe a chance do modelo ao utilizar o
endereco como atributo de treinamento,
tenha a tendéncia de apresentar padroes
preconceituosos a respeito de determinadas
localidades.

Nao é recomendado o uso do modelo em um
processo totalmente automatizado de analise
de crédito, visto que este tem o potencial de
apresentar comportamentos inesperados e
inadequados em alguns casos. Recomenda-se
o uso do score dado pelo modelo apenas
como um parametro adicional para analise de
crédito feita por um ser humano.

O desbalanceamento do dataset pode afetar,

3

ne

Que informagoes eu ia pedir? "dois pontos...
idade..." o sexo? sera que sexo influencia na
andlise de crédito? o enderego... (voltando)

acho que sexo nao faz sentido.
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28

29

30

31

32

33

34

35

P2 -
Model
Card

P2 -
Model
Card
R2 -
Model
Card

P2 -
Model
Card

P2 -
Model
Card

P2 -
Model
Card

P2 -
Model
Card

P2 -
Model
Card

Calma ai, profissao é importante. Profissao,
escolaridade. Ai eu posso ser um pouto
antiético e pedir o endereco. J& vou levantar
uma questao ética aqui. Vou botar 14,
endereco.

Sim, é porque eu falei aqui que tem modelos
que podem prejudicar o modelo[destacando
fatores].

Aham... Calma ai, deixa eu pensar um
pouquinho. Tipo, eu vou pegar... vé se eu
entendi direito. Por exemplo, eu falei que o
desbalanceamento dos dados histéricos dos
clientes pode afetar a performance do
modelo. Por exemplo, tenho muito mais
idosos na minha base. Entdo meu modelo
tem um viés para, vai acertar muito mais pra
idosos do que pra nao idosos.

o que faz com que o modelo tenha uma
performance melhor no célculo para pessoas

idosas do que para jovens

E tem uma questao, eu sempre tenho uma
questao ética sobre esse lance dos dados na
seguinte hipotese, por exemplo digamos que
meu modelo, os dados né, o modelo s6 vai
refletir o padrao que ele encontrou nos dados.
Suponhamos que os dados, a maioria das
pessoas com baixa escolaridade dao calote,
sabe. O grupo 14 no cluster de caloteiras, a
galera com baixa escolaridade domina né,
entao acaba que o meu modelo vai ter um
viés de oferecer melhores créditos, ou oferecer
o crédito mais pra pessoas com alta
escolaridade. Entao ele meio que vai limar
essa galera ai dos empréstimos

O grupo 14 no cluster de caloteiras, a galera
com baixa escolaridade domina né, entao
acaba que o meu modelo vai ter um viés de
oferecer melhores créditos, ou oferecer o
crédito mais pra pessoas com alta
escolaridade. Entao ele meio que vai limar
essa galera ai dos empréstimos.

Mas foi s6 uma constatacdo que o modelo
enxergou nos dados, nao é culpa do modelo

em teoria, é culpa do dado que ta ali.

dados de
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metodos
analise
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36

37

38

39

40

41

42

43

P2 -
Model
Card

P2 -
Model
Card

P2 -
Model
Card

P2 -
Model
Card
P2 -
Model
Card

P2 -
Model
Card

P2 -
Model
Card

P2 -
Model
Card

Mas até que ponto, sei 14, é antiético da

empresa fazer isso, sabe?

se ela for maximizar o lucro ela vai deixar a
galera de baixa escolaridade de fora, porque
sabe que vai ter mais prejuizo ali. E a galera
de baixa escolaridade, no geral, sdo pessoas
mais humildes. Entao acaba que a galera
mais humilde vai ficar sem crédito, do que a
galera mais abastada. E uma discussio ética.
se ela for maximizar o lucro ela vai deixar a
galera de baixa escolaridade de fora, porque
sabe que vai ter mais prejuizo ali. E a galera
de baixa escolaridade, no geral, sdo pessoas
mais humildes. Entao acaba que a galera
mais humilde vai ficar sem crédito, do que a
galera mais abastada. E uma discussao ética.
E ndo deixar de ser, mas aquela situacdo, nao
é culpa do modelo, é culpa do raio do dado
que enfiaram dentro do modelo tadinho.

Mas vamos 14, vou botar... "assumindo que a
grande maioria das pessoas que nao pagaram
seus (reescrevendo) honraram, pra ficar
bonito, honraram seus empréstimos foram
(escrevendo anteriormente: no dataset de
treinamento) pessoas com baixa escolaridade,
o modelo tendera a dar baixo escores para
pessoas com... mais pobres, visto que esse
grupo em geral possui baixa escolaridade"
E... Com base no endereco tem a questéo...
"Existe a chance de o modelo ao utilizar o
endereco como atributo de treinamento,

tenha a tendéncia de...

E... Com base no endereco tem a questao...
"Existe a chance de o modelo ao utilizar o
endereco como atributo de treinamento,
tenha a tendéncia de...

O modelo tem como ser preconceituoso?
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P2 -
44  Model
Card

P2 -
45 Model
Card
R2 -
46 Model
Card
P2 -
47 Model
Card

P3 - MC
48 Doc

P3 - MC
49 Doc

P3 - MC
50 Doc

P3 - MC
51 Doc

P3 - MC
52 Doc

P3 -
53 Model
Card

P3 -
54 Model
Card

Coded Excerpts

Eu ia botar preconceituoso, mas eu achei
muito forte. O modelo nao é preconceituoso.
"a tendéncia do modelo apresentar padroes
preconceituosos a respeito de determinadas
localidades"

O modelo néo é preconceituoso.

Cuidados e recomendacoes sobre os possiveis
usos do modelo... Bota uma pessoa pra
avaliar, nao acredita no computador.

Mas eu incluindo ele aqui eu ja posso meio
que estigmatizar uma certa area da cidade
que, pode ser sei 14, uma area comunidade, é
uma favela, que por ter maioria negra eu vou
acabar excluindo os negros da andlise de
crédito, s6 por causa disso.

O modelo utilizado seréd do tipo
supervisionado para prever o risco de cada
cliente relacionado ao empréstimo.

O modelo ajudara o processo de decisdo da
instituicdo apresentando um valor referente
ao risco de cada cliente, ndo devendo este
decidir se acontecerd o empréstimo ou nao.
O modelo tratara todos os clientes de
maneira igual, levando em consideragao
apenas fatores econémicos

O modelo ndo deve ser usado de maneira

discriminatéria

O modelo nao deve ser usado de maneira
discriminatéria (inserindo novas
caracteristicas para treino que nao tratariam
os clientes de maneira justa).

Al ele iria colocar esses dados no modelo pra
assim obter uma resposta que o ajudasse na

decisao

O modelo poderia julgar que todas as
pessoas, tipo assim. E bem um pouco fora da
realidade, mas é sé pra dizer, ele poderia
julgar que todas as pessoas com, naquela
faixa etaria, ndo teriam, tipo assim.... Como
é que eu explico isso? Tipo assim, é porque
existe uma feature que nédo é tao relevante,
mas que ela pode tipo, acabar fazendo uma...

E, eu estou esquecendo as palavras.
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55

56

57

58

59

60

61

62

P3 -
Model
Card

P3 -
Model
Card

P3 -
Model
Card
P3 -
Model
Card

P3 -
Model
Card

P3 -
Model
Card

P3 -
Model
Card

P3 -
Model
Card

Eu néo sei se ta claro, é s6 pra falar que nao
vai levar em consideracao o nome da pessoa,

Sexo, essas coisas assim.

Porque se esses dados nao estao corretos, eu
nao sei se entra na minha parte, do principio
da nao-maleficéncia, porque imagina que ela
colocou dados incorretos, e acaba que um
empréstimo seja aprovado pra alguém que
nao seria, entao....

Ela poderia responsabilizar o modelo por ter,

mas os dados estavam incorretos

(Sobre primeiro tépico em Cuidados e
Recomendacoes, sobre nao usar o modelo de
forma discriminatéria, especialmente
incluindo novas varidveis) O que eu estou
querendo dizer aqui, porque é claro que ele
nao deve ser usado.

Entao é, me influenciou mais nessa parte dos
fatores porque eu sei que, tipo assim, eu fui
me lembrar de algumas coisas e eu sei que
algumas empresas levam em consideragao a
idade, por exemplo, s6 que tipo, quando eu
tava fazendo eu nao fiquei confortavel em
colocar a idade. Quando eu tava nessa parte
aqui[Métodos de Andlise Quantitativa] eu até
tirei, porque eu vi que nao era uma coisa...
justa, assim. Tipo, ndo é uma coisa...
Quando eu tava nessa parte aqui[Métodos de
Anélise Quantitativa] eu até tirei, porque eu
vi que nao era uma coisa... justa, assim.

Tipo, nao é uma coisa...

Exatamente. Entao tipo, eu acho que poderia
gerar uma certa, assim, que querendo ou nao,
talvez pras empresas significa alguma coisa,
mas eu nao sei se acabaria sendo algo que
nao discriminaria, sabe. Entao...

Essa parte dos métodos de andlise
quantitativa, e... Hmm.. aqui em usos
pretendidos, porque eu me lembrei, tipo
assim, dessa parte de autonomia né, onde que
eles proéprios né (inaudivel). Ai eu coloquei...

eu me lembrei, ai eu botei nessa parte
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P3 - Muito importantes, realmente eu fiquei revisao e scaffolding around
63 Model pensando se eu poderia inserir eles em cada perguntas element of ethical
Card coisa. framework
P3 - Eu diria que ambos sdo cenarios delicados revisao e impacted
64 Model sabe, por ter que avaliar questao de pessoas,  perguntas individuals
Card sabe. Entao... eles sao parecidos nesse
aspecto.
P4 - MC O resultado da selegdo nao deve depender usos system’s
65 Doc somente da nota do modelo pretendidos autonomy -
decrease
P4 - MC Todos os alunos em circunstancias consideracoes  guiding values
66 Doc semelhantes devem receber de forma igual as  eticas
notas atribuidas pelo modelo.
P4 - MC O modelo pode nao refletir o momento consideracoes  other
67 Doc presente do aluno eticas
P4 - Na verdade, seriam os usuarios do sistema. detalhes do impacted
68 Model modelo individuals
Card
P4 - Outro cendrio que eu quero prever, ¢ que td.  usos system’s
69 Model Aqui, na verdade o cenério ta me dizendo pretendidos autonomy -
Card que... sera utilizado pelo comité para decidir decrease
quais estudantes sao admitidos ou nao. Eu
quero enfatizar nesse meu proximo ponto que
a nota do modelo nao deveria ser o Uinico
ponto de decisdo. Deixa eu ver como eu posso
escrever "o resultado do modelo...." Na
verdade, o resultado da selecao aqui eu to
falando do modelo, né. "O resultado da
selecao nao deve depender somente da nota
do modelo". Ta.
P4 - Acredito eu que, com alguma justica isso vai  usos diagnosis of
70 Model ser alcangado. mas eu nao consigo prever, pretendidos element of ethical
Card por exemplo, como € que t4 o presente desse framework -
aluno justice
P4 - Entao, eu ndo consigo embutir essa usos system’s
71 Model informacao que eu acho justo no modelo, por  pretendidos autonomy -
Card favor nao uso o modelo como o tinico ponto decrease
de decisdo.
P4 - Nao assim, mesmo que ele usasse todos as metricas agency to artifact
72  Model notas, histéricos e depoimentos de
Card professores. Usasse todo tipo de dado né. Eu

imagino esse modelo que eu to montando
basicamente como um cara que ia chacoalhar
esse histérico e ia me dar uma nota né. Ai eu

to pensando: eu preciso mesmo do modelo?
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73

74

75

76

P4 -
Model
Card

P4 -
Model
Card
P4 -
Model
Card

P4 -
Model
Card

Cara, eu penso muito nesse aqui 6 "justica'. consideracoes
Ja que eu to tomando uma decisao sobre eticas
vida de pessoas. O, deixa eu ver se eu consigo
trabalhar com isso aqui. Lendo descrigdo:

"Todos os pacientes em circunstancias

semelhantes devem receber de forma igual o

melhor tratamento possivel." Agora eu tenho

medo cara, desse meu sistema néo ser capaz

de cumprir isso por um motivo. Possa ser que

o histérico escolar das pessoas, sejam iguais,

notas, revisdo de professores, e cartas de
recomendagdo. Mas vai ter uma coisa que eu

nao vou estar levando em consideragao, ou

pelo menos de inicio eu ndo estava pensando

nisso, em dados socioeconémicos das pessoas.

A gente sabe que existe N formas de fazer o

ensino médio e muitas que sdo oferecidas no

ensino publico nem se compara com o que é

oferecido no ensino particular, né. A gente

sabe que tem grupos sociais que sao

atingidos mais com esse... com essa

disparidade, indigena, quilombola, e N outros

que até o Ministério da Educacéo cita. Ai eu

nao sei, cara, se s6 historico de notas

incluiria esse background.

Agora eu tenho medo cara, desse meu sistema  consideracoes

nao ser capaz de cumprir isso por um motivo eticas

Se for usar s6 notas, pode ser que pessoas consideracoes
que tem desvantagem continuam em eticas
desvantagem né, e eu quero que de alguma

forma esse meu modelo, entao....

mesmo que um aluno de um grupo que é consideracoes
historicamente desvantagem, tem eticas
desvantagem historica, ele pode ter uma nota

menor, mas o meu modelo teria que levar em

consideragao isso né
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P4 -
77 Model
Card

P4 -
78 Model
Card

P4 -
79 Model
Card

P4 -
80 Model
Card
P4 -
81 Model
Card

P5 - MC
82 Doc

Entao, quando eu li aqui o cendario, né, que
nem eu te falei. Eu considerei esse realizagoes
anteriores, que o modelo nao leva em
consideragao, pelo menos o pessoal que me
pediu né, da universidade, nao levou em
consideragao esse historico social. Ai na parte
de consideragoes éticas eu to dizendo, que o
modelo que me pediram nao leva essas
consideragdes, mas que eu como
desenvolvedor queria levar essas
consideragoes, ai expliquei o motivo.

Aqui eu botei uma consideragao meio Obvia,
que o modelo pode nao refletir o estado
presente do aluno. Eu posso ser um aluno
horrivel durante os 3 anos do ensino médio, e
fazer um vestibular fantastico e entrar para a
melhor universidade que tem. Entao, meu
estado atual era ser um aluno bom, mas no
passado nao foi o caso. O modelo sempre vai
considerar casos do passado né, e... é ruim
extrapolar isso, dizer que o aluno se o aluno
tem uma nota ruim, chamar ele de um aluno
ruim no momento. O maximo que eu posso
fazer é dizer que ele foi um aluno ruim no
passado.

Mas pra um aluno, pra uma selecao ai que
envolvem gente, eu tenho que dizer vocé nao
passou, e vocé nao passou por isso, ai eu
mostro o resultado do meu modelo e explico.
Se vocé tivesse uma nota melhor aqui, uma
atividade melhor aqui, um review melhor... ai
talvez vocé passaria.

isso aqui vai reduzir o meu leque de

possibilidades de algoritmos muito

Como eu te disse, eu acho que leva a uma
reflexd@o mais pessoa. Vocé usar eu,
responsabilidade fica mais ali na sua mao,
vocé, vocé vé mais empatia por esse voce.
Entao... pode botar leva a reflexao pessoal e
leva a empatia.

Remover as features que nao deveriam
influenciar na nota de um aluno. Por

exemplo, nacionalidade, sexo, cor, etc.
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P5 - MC
83 Doc

P5 - MC
84 Doc

P5 - MC
85 Doc

P5 -
86 Model
Card

P5 -
87 Model
Card

P5 -
88 Model
Card

Deve buscar-se minimizar todo e qualquer consideracoes

viés racial, ideoldgico que o modelo pode eticas
capturar a partir dos dados, de forma que

todo candidato(a) seja avaliado de forma

justa.

Apés a implantacdo do modelo, eu cuidados e
recomendaria que houvesse uma avaliagao recomenda-
comparativa entre as notas inferidas pelo coes

modelo para o processo de admissao corrente

x notas dadas por avaliadores antes de uma
implementacio totalmente automaética (que

exclui a necessidade de um avaliador). Se

existe consisténcia entre as respostas do

modelo x respostas dos avaliadores apds

algumas rodadas de avaliacao, acredito que ai

sim, o modelo poderia atuar sem muitas

preocupagoes que dizem respeito se aquele

modelo esta sendo justo para a admissao de

novos candidatos(as).

Se existe consisténcia entre as respostas do cuidados e
modelo x respostas dos avaliadores apds recomenda-
algumas rodadas de avaliacao, acredito que ai  coes
sim, o modelo poderia atuar sem muitas

preocupagoes que dizem respeito se aquele

modelo estd sendo justo para a admissao de

novos candidatos(as).

Por exemplo, eu acredito que features como usos
nacionalidade, sexo, cor, qualquer coisa que pretendidos
esteja alheia a capacidade de um aluno, elas

nao devem entrar em um modelo desse

Entao, eu acho que... essa coisa de sempre fatores
buscar essas features que estao fora, nao

deveriam ser levadas em consideracao, podem

colocar outliers, por exemplo, vocé tem um

cara l4 que ndo apresenta notas boas, nio

tem muitos cursos, mas ele foi aceito ali no

processo com uma nota que estava boa

comparada com outros alunos que tinham

curso, que tinham notas boas e acabaram

nao entrando. Entao tem um motivo ali que

nao esta explicito nos dados, mas eles estao

acabando entrando

Entao é importante identificar esses casos, fatores
saber quais tipos de dados pra tirar esse cara

de 14 e dizer: modelo isso aqui nao é o certo.
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89

90

91

92

93

94

95

96

P5 -
Model
Card
P5 -
Model
Card

P5 -
Model
Card

R5-
Model
Card

P5 -
Model
Card

P5 -
Model
Card
P5 -
Model
Card

P5 -
Model
Card

porque de repente vocé tem uma instancia
ali, mas aquela nota estd muito discrepante
do que deveria ser

Eu acho que o fator aqui é mais buscar
diminuir qualquer viés, seja racial, ideolégico
que o modelo, que é o que acontece na
maioria das vezes, o modelo acaba
capturando a partir desses dados

nao é a gente que, asism claro que a gente
esta responsdavel por deixar esse dado passar,
esse negocgo ir a frente, o ideal é que a gente
busque minimizar durante a concepgao e a
implementagao desse modelo qualquer viés ai
que possa ser evidenciado.

Pra que o candidato seja avaliado de forma
justa, e que nao acabe tendo consequéncias
com coisas que nao deveriam entrar no
processo de avaliacao.

Aqui (segdo de Cuidados e Recomendagoes)
eu botei, aqui foi um pouco que numa etapa
pbs implementacdo, eu sempre sou meio
assim de colocar uma coisa totalmente
autonoma, totalmente automaética, eu sempre
acho que tem que existir ali... uma vez que a
gente desenvolveu o modelo tem que ter uma
parceria entre especialistas e o modelo pra
verificar se aquilo que o modelo ta inferindo
ali faz sentido no mundo real, pra gente nao
deixar que pessoas sejam prejudicadas.

eu sempre sou meio assim de colocar uma
coisa totalmente auténoma, totalmente
automatica

uma vez que a gente desenvolveu o modelo
tem que ter uma parceria entre especialistas
e o modelo pra verificar se aquilo que o
modelo ta inferindo ali faz sentido no mundo
real, pra gente nao deixar que pessoas sejam
prejudicadas

Vamos dizer que durante os dois préximos
anos a gente vai fazer uma admissao mista. A
gente vai pegar as inferéncias do modelo e
inferéncias também dos avaliadores, ver se ta
OK. Se tiver OK quem sabe no proximo ano
a gente ja nao usa s6 o modelo. Entao é nesse

sentido.

metodos
analise

quantitativa

consideracoes

eticas

consideracoes

eticas

consideracoes

eticas

cuidados e
recomenda-

coes

cuidados e
recomenda-
coes
cuidados e
recomenda-

coes

cuidados e
recomenda-

coes
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P5 - Eu acredito que quando vocé direciona um revisao e responsibility for
97 Model tépico pra isso, vocé deixa aberto pra isso, perguntas artifact
Card vocé até comega a pensar no que voceé ta

efetuando ali, o que vocé ta transcrevendo da
sua ideia. Entao eu acho que é importante ter
esse tépico de consideracao ética e das
recomendagdes é super importante, porque
faz a gente se questionar sobre o que a gente

estd transcrevendo se ela reflete ali essa

preocupacao.
P5 - E como se vocé estivesse dando voz pra revisao e impacted
98 Model pessoas, vocé ta dando voz e sumarizando perguntas individuals
Card esse pensamento de pessoas que podem estar

sendo afetadas por esse modelo e de coisas
que... porque as pessoas que estao
desenvolvendo isso nem sempre entende o
problema, as vezes vocé vé s6 a ponta do
iceberg, vocé nem entende o quao profundo é
que ele pode ir. Entao eu acho que quanto
mais isso ta proximo da pessoa que vai ter
um impacto ali na mudanga, num aluno que
ta passando por um processo ali na
universidade, ou numa entrevista de
emprego. Eu acredito que ele aponta todos
esses fatores que deveriam... da voz mesmo.

P6 - MC O modelo para determinado grupo de clientes consideracoes scaffolding around

99 Doc sempre aprova ou nega o empréstimo. eticas element of ethical
framework -
justice

P6 - MC  Analisar cuidadosamente as respostas do cuidados e guiding values

100 Doc modelo para um grupo de clientes, buscando  recomenda-

sempre minimizar o viés de suas respostas. coes
P6 - MC  Analisar cuidadosamente as respostas do cuidados e framing based on
101 Doc modelo para um grupo de clientes, buscando  recomenda- element of ethical
sempre minimizar o viés de suas respostas. coes framework -
Buscar o perfil e histérico de um cliente em non-maleficence

diferentes fontes para tentar minimizar os

clientes que agem com m4 fé.

P6 - MC Nao tomar o modelo como tinico recurso para  cuidados e system’s
102 Doc aprovar ou negar um empréstimo. O modelo  recomenda- autonomy -
poderia ser usado para auxiliar na decisdo de coes decrease

um funcionario da companhia.
P6 - o modelo poderia meio que sugerir, ndo o usos agency to artifact
103 Model modelo, mas poderia usar essa informacdo do  pretendidos
Card modelo
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104

105

106

108

109

110

111

P6 -
Model
Card
P6 -
Model
Card
P6 -
Model
Card

P6 -
Model
Card

P6 -
Model
Card

P6 -
Model
Card

P6 -
Model
Card

P6 -
Model
Card

mas eles meio que teriam que ta correndo um  usos
risco, né, aquele cliente tinha um risco um
pouco alto.

Isso poderia impactar a performance do fatores
modelo

Af esse cara, ele pode, meio que imaginando fatores
num caso extremo, ele poderia meio que ta
com uma nova identidade e nao ter esse
histérico, e ele ser uma pessoa de alto risco,
né. Entendi. 37:42 A{ ele meio que poderia se
passar por outra pessoa pra poder aceitar o
empréstimo, mas o histérico dele na verdade
nao era aquilo que tava descrito no dado né.
Aham. 37:53 (digitando) talvez nao pequeno,
mas um.. como é que eu posso dizer que ele
foi alterado? Um histérico financeiro pequeno
ou... um histérico financeiro maquiado,
entendeu? adulterado talvez.

Af eu to imaginando um cendrio que uma fatores
pessoa tem, é..., talvez familiares que tenham

um histoérico financeiro ruim e isso acabe é...
influenciando na resposta do modelo

praquela pessoa s6 por ter algum grau de

parentesco, entendeu?

pessoa tem, é..., talvez familiares que tenham fatores
um histérico financeiro ruim e isso acabe é...
influenciando na resposta do modelo
praquela pessoa

Imagina que um cliente tem um, talvez, os fatores
pais dele possuem um histérico financeiro
ruim, mas como ele t4 meio que entrando
agora, o trogo estd sendo usado pelos pais
pra poder aceitar o empréstimo, entendeu
Af imagino que esse parentesco aqui seria fatores
algo que poderia ser levado em consideragao
pelo modelo, que ai é... é um pouco ficar
nesse historico financeiro pequeno, o cliente
ta meio que se passando por outra pessoa,
pedindo em nome de uma pessoa, né, pra ele
poder usar o dinheiro, esse dinheiro do
empréstimo.

Af eu acho que o modelo poderia levar isso fatores

em consideracao, entendeu?

pretendidos
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undesired
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consequences
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consequences
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112

113

114

115

116

118

119

120

P6 -
Model
Card

P6 -
Model
Card

P6 -
Model
Card
P6 -
Model
Card

P6 -
Model
Card
P6 -
Model
Card

P6 -
Model
Card

P6 -
Model
Card
P6 -
Model
Card

Deixa eu ver se eu consigo imaginar uma
forma de ser aprovado no modelo e nao ter

um histérico bom.

Mas nao seria a resposta do modelo em si
mesmo. Porque pelo que eu entendi o modelo
s6 vai responder ou aprovou ou nego o
empréstimo.

Aqui, é baseado naquele mesmo sentido, pro
meu modelo nao aprender a escolher so no
caso ideal né

No caso, aqui seria (digitando item) definir
"score" de risco para cada cliente analisando
seu histérico (reescrevendo), seu perfil e
histérico financeiro bem como seus
respectivos parentescos ou proximidades. Ai
aqui no caso, eu taria meio que definindo,
por exemplo, o score de uma pessoa com base
no perfil e histérico dela e também das
pessoas que estao em sua volta. Nos colegas
de trabalho, na relacdo direta de parentesco
como marido, esposa, nesse sentido né.
Amigos... amigos nao sei.

Deixa eu voltar aqui pros principios e ver o

que...

No caso aqui, por exemplo, imaginando que o
modelo, talvez pra determinado tipo de, nao
tipo de pessoa, mas pra determinado perfil
de usuario, ele sempre aceita o empréstimo.
Sé que por conta talvez de uma varidvel. Isso
seria... eu nao sei seu to conseguindo me
expressar, mas por exemplo.

Nao se isso ta refletindo o que eu falei, mas
alguma coisa nesse sentido, o modelo ta meio
que enviesado praquele grupo, ou praquela
bolha de pessoas. Seria algo que deveria ter
que tomar cuidado.

Entao meio que tentar evitar o bias do

modelo.

Entao teria que tomar esse cuidado talvez,
como eu posso escrever isso. (escrevendo)
Analisar cuidadosamente as respostas do
modelo para um grupo de clientes, buscando
sempre minimizar o bias, o viés, né, de suas

respostas.

fatores

metricas

dados de

treino

metodos
analise

quantitativa

consideracoes

eticas

consideracoes

eticas

consideracoes

eticas

cuidados e
recomenda-
coes
cuidados e
recomenda-

coes
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P6 -
121 Model
Card

P6 -
122 Model
Card

P6 -
123 Model
Card

P6 -
124 Model
Card
P6 -
125 Model
Card

P6 -
126 Model
Card

P7 -
127 Model
Card

N&o sei se (inaudivel) entdo (escrevendo
segundo ponto) buscar o perfil e histérico de
um cliente em diferentes plataformas, nao sei
se plataformas, em diferentes fontes para
tentar minimizar os clientes que agem com
ma fé, vou colocar nesse sentido que é... que
agem, ah falta o com. Aqui no caso eu taria
meio que tentando ter uma base maior, um
conjunto de dados maior pra cada cliente, pra
tentar minimizar aqueles clientes que tentam
mascarar de alguma forma o seu historico né,
seja com, pedindo algum familiar pra fazer o
empréstimo, ou ele mesmo maquiando o seu
histérico pra parecer bem pra empresa.

Af eu buscar essas informacoes sobre aquele
cliente em diferentes fontes poderia ajudar

nesse sentido.

Af seria, um cuidado tipo, em ndo tomar o
modelo como tinico recurso para aprovar ou
nao empréstimo né. Ai no caso, calma ai
(alterando texto) tipo, o modelo nao seria
utilizado como um tnico recurso pra aprovar
ou negar o empréstimo, o modelo seria mais
usado pra auxiliar a tomada de decisao de
um funcionario, entendeu.

Exatamente, talvez que o modelo poderia ser
usado para auxiliar na decisao de um
funcionario no caso

Af poderia ter uma satisfacdo melhor pro
cliente né. O cliente poderia sair um pouco
mais satisfeito, tendo a intermediacao de um
funcionério,

Ah, sim. No caso dos fatores que poderiam
impactar a performance do meu modelo né,
que eu pude imaginar diferentes clientes, né,
que poderiam tentar parecer bem para o
modelo. Poderiam meio que tentar maquear
seu histoérico né. Entao acho que essa secao
ajudou bastante. Ai imaginar diferentes
perfis, ndo perfis de usuario, mas diferentes
perfis de clietnes que poderiam meio que
estar tentando burlar o sistema, né.

Ai foi um... uma opcéo de sei 14, joguei a
moeda aqui. Pode ser um modelo pessoa
fisica ou pessoa juridica né. Ai deixei no caso

voltado pra pessoa juridica.

cuidados e
recomenda-

coes

cuidados e
recomenda-

coes

cuidados e
recomenda-

coes

cuidados e
recomenda-
coes
cuidados e
recomenda-

coes

revisao e

perguntas

usos

pretendidos

92

framing based on
element of ethical
framework -

non-maleficence

ethics of
development
process - ethical
development
system’s
autonomy -

decrease

system’s
autonomy -
decrease
diagnosis of
element of ethical
framework -
beneficence
impacted

individuals

impacted

individuals


DBD
PUC-Rio - Certificação Digital Nº 1912712/CA


PUC-Rio- CertificagaoDigital N° 1912712/CA

Appendix A. Coded Excerpts

P7 -
128 Model
Card

P7 -
129 Model
Card

P7 -
130 Model
Card

P7 -
131 Model
Card

P7 -
132 Model
Card

P7 -
133 Model
Card

E se o cara ja deu default pra uma
determinada instituicao ela nao vai... é dificil
emprestar de novo. Quer dizer, precisa
primeiro quitar, depois resolver né. Mas
enfim.... pode conseguir de forma indireta,
quer dizer.

Entao, muitas vezes pro consumidor final
vocé nao pode usar um modelo caixa preta
total, porque é importante vocé dar o
feedback

A afericdo e autenticacdo dos dados, quer
dizer nao s6 os histéricos que vocé obteve sao
os histéricos recentes de dividas do cliente, as
informacgoes que o cliente te passa sao
informacoes fidedignas, pra vocé poder tomar
a melhor decisao. Essa questao muitas vezes
dos dados restritos, que eu coloquei ali
também. Que as vezes tem dados que nao sao
declarados, ou nao esta oinformados e isso é
porque nao tem o dado ou porque esse dado
é ruim e na oquero informar. E isso.

S6 uma duvida, quando vocé diz operador ai
vocé ta pensando na pessoa que seria sé
responsavel de colocar as informagdes, ou ela
teria algum outro papel? Nao, ela seria a
pessoa responsavel por colocar as informacgoes
né. Tranquilo. Quer dizer, como ela pode
atuar né. Pega os dados, ela checa os dados
com o cliente, ela checa corretamente ou nao.
Bom, eu acho que aqui é mais variado no
sentido de varios, varias dimensoes que foram
selecionadas aqui, isso chama atencao,
embora que eu acho assim que, o... 0 modelo
de ontem, o problema de ontem, eu me senti
assim, mais é... mais preocupado com a
questao de ser justo com todos os elementos,
com todas as pessoas, etc, do que... mas é por
causa do tema né, desse tema de hoje, sabe.
modelo de ontem, o problema de ontem, eu
me senti assim, mais é... mais preocupado
com a questao de ser justo com todos os
elementos, com todas as pessoas, etc, do
que... mas é por causa do tema né, desse

tema de hoje, sabe.

dados de
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metodos
analise
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consideracoes

eticas
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134

135

136

138

139

140

141

142

P7 -
Model
Card

P7 -
Model
Card

P8 - MC
Doc

P8 - MC
Doc

P8 - MC
Doc

P8 - MC
Doc

P8 - MC
Doc

P8 - MC
Doc

P8 - MC
Doc

De um modo geral assim, vocé vai pensando

em ser o melhor possivel no sentido de ser

justo, de ndo cometer injusticas de qualquer

parte ou de qualquer lado. Vocé

Vocé nao pode... Sobre o que vocé esta

fazendo, sobre a sua responsabilidade sobre o

que estd fazendo. Vocé nao escreve na

verdade que o modelo fard, mas eu farei o

modelo que vai fazer isso, né. Entendi. E que

é o certo eu acho no final, porque quem t4a

fazendo o modelo sou eu. Quem té colocando

os dados ali condicionados sou eu. Entao eu

tenho que ter alguma responsabilidade sobre

0 que eu to pensando sobre isso e as
consequéncias disso.

Proporgao/quantidade de alunos aprovados

que nao tem condicoes de ingressar em uma

universidade particular

Garantir que os dados sejam bem
distribuidos entre as caracteristicas como
classe social/renda familiar, raca, sexo, etc.,
para, por exemplo, ndo favorecer mais um
grupo do que outro

Garantir que os dados sejam bem
distribuidos entre as caracteristicas como
classe social/renda familiar, raca, sexo, etc.,
para, por exemplo, ndo favorecer mais um
grupo do que outro

Anonimizacao dos dados

Anonimizacao dos dados

Garantir que um candidato possa apagar os

seus dados histéricos do modelo/armazenados

Cuidado para garantir que nao haja um

favorecimento de um determinado grupo por

parte do modelo, seja por uma ma
distribuicao dos dados ou por fatores

externos

revisao e

perguntas

revisao e

perguntas

metricas

consideracoes

eticas

consideracoes

eticas

consideracoes

eticas

consideracoes

eticas

consideracoes

eticas

cuidados e
recomenda-

coes
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143

144

145

146

148

P8 - MC
Doc

P8 -
Model
Card

P8 -
Model
Card

P8 -
Model
Card

PS8 -
Model
Card

PS8 -
Model
Card

Recomendado ter um passo para cuidados e

revisdo/monitoramento/avaliacio manual recomenda-
Recomendado ter um passo para coes
calibragao/ajuste de pardmetros/modelo, ou
peso dado para as caracteristicas utilizadas
O meu ponto aqui ndo é nem pelo dado, é de  fatores
forma geral se eu tenho pouco dado
disponivel... entao independente do dataset
certo, se eu tenho pouco dado talvez possa
atrapalhar, se ele tem... por exemplo mal
distribuido para uma tal caracteristica
também pode me atrapalhar depois, se vocé
quiser eu posso descrever um pouco mais
aqui.

Acho que de maneira indireta talvez... essas fatores
questdes como classe social e raga pode
impactar de forma indireta, néo
necessariamente pela raga, mas posso,
dependendo do dado, se eu ndo me ater a
olhar, nao é sé pela raga porque eu vou usar
isso como uma caracteristica pra negar a
entrada dele, mas outras informagoes. Entéo
talvez... classe social, raca, botar sexo
também. Que é informagao que eu tenho que
ter cuidado que eu possa sé ta reforcando
certos preconceitos que ja existem.

Eu posso nédo usar raga, por exemplo, como fatores
dado, mas... pode impactar de uma forma
mais indireta que é porque que alguém que
tem uma classe social menor teve muito mais
problema de estudo, porque precisa
trabalhar, por exemplo, teve notas mais
baixas. Nao é direto, mas é de uma forma
mais indireta.

Talvez... quero falar que se a pessoa trabalha  fatores
pode impactar na hora que ela entra na
universidade, porque ela tem uma carga
horaria muito dividida, ou alguma coisa
assim.

Talvez aqui uma quantidade de alunos metricas
aprovados/reprovados, isso se possivel eu

quero dividir por certas questdes como classe

social, raca sexo. Que é pra gente dar uma

olhada se eu néo to favorecendo muito um

lado e ignorando o outro talvez, acho que

essa possa ser uma possivel métrica.
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149

150

151

152

153

154

155

156

P8 -
Model
Card

P8 -
Model
Card

P8 -
Model
Card

PS8 -
Model
Card

P8 -
Model
Card

P8 -
Model
Card
P8 -
Model
Card

P8 -
Model
Card

Eu acho que aqui como eu to considerando
que é uma universidade ptblica, entao a meu
ver eu deva dar mais oportunidade para
quem, por exemplo, ndo tem a condigao
financeira de fazer uma universidade, poderia
pagar uma universidade particular. Entao
acho que essa seria uma segunda métrica.
Vou pensar como eu escrevo isso.

Entao eu penso que essa universidade publica
deveria ter mais pessoas que nao tem
condicao que quem tem. Entendi. Entao pra
mim quanto maior é esse nimero, talvez
melhor. O que mais?

Talvez alguma métrica, acho que é parecido
com esse primeiro ponto, alguma métrica de
justica, equidade. Nao sei como eu posso
chamar, também néao sei exatamente como,
mas... Acho que entra no primeiro ponto

Eu quero, por exemplo, garantir que nao
haja, muito... Eu tenho 90% de aprovacao
pra gente branco e 10% pra gente negra, por
exemplo. Mas acho que entra nesse primeiro
ponto que eu escrevi, acho que eu queria algo
mais meio a meio. Entao eu vou ignorar isso
Acho que aqui também poderia ter uma
analise a respeito de, se eu pegar todos esses
dados que eu tenho, entdo por exemplo, qual
a média do ENEM dividido por raga, por
classe e por sexo. Entdo fazer alguma coisa
assim, fazer alguma analise em cima pra
tentar analisar se... se o dado de fato ja tem
esse viés talvez, esse viés de problemas
sociais.

Como eu falei anteriormente, acho que o
ideal é eu garantir que todo mundo que
deveria ser aprovado foi aprovado

T4, entao acho que eu tenho que garantir que
os dados sejam bem distribuidos para, por
exemplo, caracteristicas como classe social.
Para por exemplo, ndo favorecer mais um
grupo do que outro.

Acho que eu também preciso garantir uma
anonimizacao dos dados, para questoes desde
vazamento, ou por exemplo ficar mantendo
informacoes talvez como histérico escolar e

renda familiar das pessoas.

metricas

metricas

metricas

metricas

metodos
analise

quantitativa

metodos
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quantitativa
consideracoes

eticas

consideracoes
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Card

P8 -
Model
Card

PS8 -
Model
Card

PS8 -
Model
Card

P8 -
Model
Card

Acho que eu também tenho que deixar
possivel uma forma de por exemplo, eu deixei
meus dados, entdo eu quero apagar meus
dados sempre que eu quiser. Talvez ande
junto com esse segundo, mas eu garantir que
haja uma forma de apagar os dados... que o
um candidato possa apagar seus dados
histéricos do modelo.

Entao nao posso favorecer nenhum grupo,
garantir que ta anonimizado, apagar detalhes

do modelo armazenado

Acho que uma possivel recomendacao é... Eu
acho que tenho que ter algum passo, alguma
forma de eu monitorar esses casos, ou até por
exemplo, talvez até passar por uma
monitoracdo manual por alguém.
Recomendo uma revisao, monitoramento,
avaliagdo manual... ter um passo para
calibragéo e ajusto de pardmetros/modelo.
Entao acho que eu nao posso ficar...

Aqui a ideia do modelo é ele fazer de forma
automatica se o candidato deve ingressar na
universidade ou nao. Mas talvez deva ter um
passo que por exemplo eu posso pedir para
fazer uma revisdo do meu caso, alguma coisa
assim, ou passar por uma avaliagdo manual,
alguém olhar os dados, ver se nao houve

algum equivoco, alguma coisa assim.

consideracoes

eticas

consideracoes

eticas

cuidados e
recomenda-
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cuidados e
recomenda-

coes

cuidados e
recomenda-
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Number of instances in each section per code
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Figure B.1: Frequency of passages in each section per code.
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Figure B.2: Frequency of each code in each section.
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Code co-occurrence in section: Model Details
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Figure B.3: Code co-occurrence for section Model Details.
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Figure B.4: Code co-occurrence for section Intended Use.
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Code co-occurrence in section: Evaluation Data
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Figure B.7: Code co-occurrence for section Evaluation Data.
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Figure B.8: Code co-occurrence for section Training Data.
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Code co-occurrence in section: Quantitative Analyses
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Figure B.9: Code co-occurrence for section Quantitative Analyses.
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Figure B.10: Code co-occurrence for section Ethical Considerations.
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Code co-occurrence in section:
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Caveats and Recomendatiogs

Figure B.11: Code co-occurrence for section Caveats and Recomendations.
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Code co-occurrence in section: Questions
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Figure B.12: Code co-occurrence for section containing our questions at the
end of the interview.
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Figure B.13: Code co-occurrence for Participant 1.
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Figure B.14: Code co-occurrence for Participant 2.
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Code co-occurrence in Participant 3

unethical development 1
diagnosis - justice 1
framing - non-maleficence
undesired consequences
ethical development 1

system's autonomy - decrease

responsibility for artifact 1 1
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agency to artifact 1
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Figure B.15: Code co-occurrence for Participant 3.
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Figure B.16: Code co-occurrence for Participant 4.
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Code co-occurrence in Participant 5
unethical development

diagnosis - justice 1 1 1
framing - non-maleficence
undesired consequences 1 1 1
ethical development 1
system's autonomy - decrease 1 1 1
responsibility for artifact 1 11

impacted individuals 1
guiding values 1 1
framing - justice 1
scaffolding - justice
agency to artifact
diagnosis - autonomy 1 1 1
framing - autonomy
scaffolding
scaffolding - autonomy
scaffolding - non-maleficence
diagnosis - non-maleficence
system's autonomy - increase 1 1 1 1
diagnosis - beneficence
framing - beneficence
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Figure B.17: Code co-occurrence for Participant 5.
Code co-occurrence in Participant 6
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Figure B.18: Code co-occurrence for Participant 6.
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unethical development
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Figure B.19: Code co-occurrence for Participant 7.
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Figure B.20: Code co-occurrence for Participant 8.
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Code

C.1
Functions used to load data

import docx
import numpy as np
import pandas as pd

from pathlib import Path

def get_text_start_index(row, docs):

1

Get index of first instance of text.

o

i = docs[row['Case']] .find(row['Text'])

if 1 == -1:
# em alguns casos ele nao acha pq (YDA muda quedbra de linha p whitespace
# ao criar o CSV com codificacao
i_sem_quebralinha = docs[row['Case']].replace('\n', ' ') .find(row['Text'])
if 1i_sem_quebralinha !'= -1:
i = i_sem_quebralinha
else:
pass

return i

def load_codificacao(fname, path_to_docs, coder=None):
Loads csv generated by (DA with codes.
Includes cleaning of dataframe and adding some information
fname = name of csv file to be loaded

path_to_docs = path to directory cointaining all anotated files
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def

coder = i1d of the coderresponsible. If not given column is mot created

cods = pd.read_csv(fname, encoding='cpl252')

cods.dropna(axis=1, how='all', inplace=True)

# removes white spaces at tail of string

cods['Case'] = cods['Case'] .str.strip()

cods['Code'] = cods['Code'].str.lower()

# removes categories used during codign from code name

cods['Code'] = cods['Code'] .replace(r' (metareflection - )| (ethical reasoning -
# cleans one column name

cods.rename (columns={"'7\xa0Words': '), Words'}, inplace=True)

# loading dict with docs to use on apply

docs = get_docs(path_to_docs)

cods['start _code'] = cods.apply(get_text_start_index, axis=1, args=(docs,))
cods['start code'] = cods['start code'].where(cods['start code'] > -1)
cods['end code'] = cods['start code'] + cods['Text'].str.len()

cods['len code'] = cods['end code'] - cods['start code']

# Adds info about section code appeared
prompts = pd.read_csv('data/prompts.csv', sep=';"')
# set coder

cods['section'] = [get_prompt(row, prompts) for i, row in cods.iterrows()]

if coder:
cods['Coder'] = coder

return cods

get_prompt (row, prompt_df):

i

retrieves prompt of coded section

1

cond = (row.Case == prompt_df.Case) & \
(row.start_code >= prompt_df.ini) & \

(row.end_code <= prompt_df.end)

p = prompt_df [cond] ['prompt'].values
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def

def

if len(p) == O:
return None
elif len(p) == 1:
return p[0]
else:

raise Exception(

'There was an error found more than 1 prompt for the code'

get_text(filename) :

o

Loads text for a docz file

doc = docx.Document (filename)

fullText = []

for para in doc.paragraphs:
fullText.append(para.text)

return '\n'.join(fullText)

get_docs(folder_path):

1

Loads texts for all docxz files in a folder

returns dict with doc id as key and text as wvalue

1

docs = dict()

for d in Path('projeto_coding').glob('*.docx"'):
text = get_text(d)

f name = d.as_posix()

part = f_name.split('/')[-1].split(' - ') [0O]

case = part.upper() + ' - '

if 'Doc' in f name:

113
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tipo = 'd

else:

oc'

tipo = 'entrevista'

if 'EMT' in f

_name:

tool = 'emt'

case += tool.upper()

if tipo =
case
case

else:

tool = 'm

if tipo =
case
case

else:

case

docs[case] =

return docs

= 'doc':

4= 1

+= tipo.title()

c )

= 'doc':

+= tool.upper ()

+= ' ' + tipo.title()
+= 'Model Card'

text

# Before final code names

selected _codes = [

'agency to artifa

'element of ethical framework
'element of ethical framework
'element of ethical framework
'element of ethical framework

'element of ethical framework

ct',

in ethical
in ethical
in ethical
in ethical

in ethical

'ethics of development process - ethical

'ethics of development process -

'framing based on
'framing based on
'framing based on
'framing based on
'framing based on

'guiding values',

element
element
element
element

element

of
of
of
of
of

114
issue',
issue - autonomy',
issue - beneficence',
issue - justice',
issue - non-maleficence',
development',

ethical framework',

ethical framework

ethical framework

ethical framework

ethical framework

unethical development',

autonomy',
beneficence',
justice',

non-maleficence',
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'scaffolding around element of ethical framework',

'scaffolding around element of ethical framework - autonomy',
'scaffolding around element of ethical framework - beneficence',
'scaffolding around element of ethical framework - justice',
'scaffolding around element of ethical framework - non-maleficence'
'scaffolding around element of ethical framework - justice',
'impacted individuals',

'responsibility for artifact',

"system's autonomy",

"system's autonomy - increase",

"system's autonomy - limit",

'undesired consequences'

C.2
Name replacement for plots and final version

#translation of Model Cards sections

sec = {
'detalhes do modelo': 'Model Details',
'usos pretendidos': 'Intended Use',
'metricas': 'Metrics',
'consideracoes eticas': 'Ethical Considerations',
'metodos analise quantitativa': 'Quantitative Analyses',
'fatores': 'Factors',
'dados de treino': 'Training Data',
'dados de avaliacao': 'Evaluation Data',
'revisao e perguntas': 'Questions',
'cuidados e recomendacoes': 'Caveats and Recommendations',
}

# Order of sections

sec_order = [
'Model Details',
'Intended Use',
'Factors',
'Metrics',
'Evaluation Data',
'Training Data',

'Quantitative Analyses',
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'Ethical Considerations',
'Caveats and Recommendations',
'"Questions’

]

# Dict to replace code names for plotting

# represent final code names

cods_replace = {
'framing based on element of ethical framework - justice': 'framing - justice',
'ethics of development process - ethical development': 'ethical development',
'framing based on element of ethical framework - non-maleficence': 'framing - n
'element of ethical framework in ethical issue - justice': 'diagnosis - justice
'ethics of development process - unethical development': 'unethical development
'framing based on element of ethical framework - beneficence': 'framing - benef
'scaffolding around element of ethical framework - autonomy': 'scaffolding - au
'scaffolding around element of ethical framework': 'scaffolding',
'scaffolding around element of ethical framework - justice': 'scaffolding - jus
'element of ethical framework in ethical issue - autonomy': 'diagnosis - autono
'element of ethical framework in ethical issue - non-maleficence': 'diagnosis -
'scaffolding around element of ethical framework - non-maleficence': 'scaffoldi
'element of ethical framework in ethical issue - beneficence': 'diagnosis - ben
'framing based on element of ethical framework - autonomy': 'framing - autonomy
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Bioethical Principles Summary

This appendix displays the Summary of the bioethical principles as presented

to participants in our study.

D.1
Principios da Bioética
Quatro principios prima facie da bioética.
— Proporcionam uma forma simples e culturalmente neutra de abordar

questoes éticas em praticas clinicas.

— Auxiliam profissionais de saude na tomada de decisdes que refletem

questoes morais no ambiente de trabalho

D.1.1
Os 4 Principios da Bioética

D.1.1.1
Autonomia

— Capacidade para individuos pensarem, decidirem e agirem com base em
seus proprios pensamentos e decisoes com liberdade e independéncia.

— Para respeitar a autonomia, deve-se possibilitar que individuos cheguem

as suas proprias conclusoes.

— Essas conclusoes devem ser respeitadas quer eles concordem ou nao com

elas.

D.1.1.2
Beneficéncia

Ativamente fazer o que for melhor para o paciente.

— Baseado em um juizo objetivo do médico, e no que ele acredita ser melhor
para o paciente.

— Decisoes médicas podem entrar em conflito com visdes do paciente,
portanto podendo entrar em conflito com autonomia.

— Sobreposicao de decisdo do paciente sobre o médico é conhecido como

paternalismo médico. Isso nunca ocorre na pratica.
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D.1.1.3
N3o-maleficéncia

— Nao causar danos ao paciente.

— Atuacao profissional tem como objetivo o que é melhor para o paciente,

beneficéncia, mas cirurgias acarretam em riscos.

— Prética deve ponderar risco e beneficios de potenciais tratamentos, ou

beneficéncia ou ndo-maleficéncia.

D.1.1.4
Justica

— Todos os pacientes em circunstancias semelhantes devem receber de

forma igual o melhor tratamento possivel.
— Fator chave na alocagao de servigos/recursos

— Para aumentar fundos para servicos de atendimento a acidentes e

emergéncias, ¢ justo restringir recursos de satide mental.

— Limitacoes de tempo e recurso significam que nem todos os pacientes

recebem o melhor tratamento possivel.

D.1.2
Resumo

A prética diaria requer ponderacao desses principios.

1. Autonomia - direito do paciente de decidir sobre seu tratamento
2. Beneficéncia - dever de fazer o que for melhor para o paciente
3. Nao-maleficéncia - nao causar danos ao paciente

4. Justiga - acesso igual a tratamento
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